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UNIT I RELATIONAL DATABASES

Purpose of Database System — Views of data — Data Models — Database System Architecture — Introduction to
relational databases — Relational Model — Keys — Relational Algebra — SQL fundamentals — Advanced SQL
features — Embedded SQL— Dynamic SQL

INTRODUCTION

DATABASE

Database is collection of data which is related by some aspect. Data is collection of facts and figures which can be
processed to produce information. Mostly data represents recordable facts. Data aids in producing information which
is based on facts. A database management system stores data, in such a way which is easier to retrieve, manipulate
and helps to produce information.

So a database is a collection of related data that we can use for

e Defining - specifying types of data

e Constructing - storing & populating

e Manipulating - querying, updating, reporting

DISADVANTAGES OF FILE SYSTEM OVER DB
In the early days, File-Processing system is used to store records. It uses various files for storing the records.
Drawbacks of using file systems to store data:
e Data redundancy and inconsistency
-Multiple file formats, duplication of information in different files
e Difficulty in accessing data
Need to write a new program to carry out each new task
e Data isolation — multiple files and formats
e Integrity problems
- Hard to add new constraints or change existing ones
e Atomicity problem
-Failures may leave database in an inconsistent state with partial updates carried
Out. E.g. transfer of funds from one account to another should either complete or not
happen at all
e Concurrent access anomalies
- Concurrent accessed needed for performance
e Security problems
Database systems offer solutions to all the above problems
PURPOSE OF DATABASE SYSTEM
The typical file processing system is supported by a conventional operating system. The system stores permanent
records in various files, and it needs different application programs to extract records from, and add records to, the
appropriate files. A file processing system has a number of major disadvantages.

Data redundancy and inconsistency
Difficulty in accessing data

Data isolation — multiple files and formats
Integrity problems

Atomicity of updates

Concurrent access by multiple users
Security problems

1.Data redundancy and inconsistency:

In file processing, every user group maintains its own files for handling its data processing applications.

Example:

Consider the UNIVERSITY database. Here, two groups of users might be the course registration personnel and the
accounting office. The accounting office also keeps data on registration and

related billing information, whereas the registration office keeps track of student courses and grades.Storing the
same data multiple times is called data redundancy.This redundancy leads to several problems.

*Need to perform a single logical update multiple times.

*Storage space is wasted.

*Files that represent the same data may become inconsistent.

Data inconsistency is the various copies of the same data may no larger Agree. Example:

One user group may enter a student's birth date erroneously as JAN-19-1984, whereas the

other user groups may enter the correct value of JAN-29-1984.
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2. Difficulty in accessing data

File processing environments do not allow needed data to be retrieved in a convenient and efficient manner.

3.Data isolation

Because data are scattered in various files, and files may be in different formats, writing new application
programs to retrieve the appropriate data is difficult.

4.Integrity problems

The data values stored in the database must satisfy certain types of consistency constraints. Example:

The balance of certain types of bank accounts may never fall below a prescribed amount . Developers enforce
these constraints in the system by addition appropriate code in the various application programs

5.Atomicity problems

Atomic means the transaction must happen in its entirety or not at all. It is difficult to ensure atomicity in a
conventional file processing system.

Example:

Consider a program to transfer $50 from account A to account B. If a system failure occurs during the execution of
the program, it is possible that the $50 was removed from account A but was not credited to account B, resulting in
an inconsistent database state.

6.Concurrent access anomalies

For the sake of overall performance of the system and faster response, many systems allow multiple users to update
the data simultaneously. In such an environment, interaction of concurrent updates is possible and may result in
inconsistent data. To guard against this possibility, the system must maintain some form of supervision. But
supervision is difficult to

provide because data may be accessed by many different application programs that have not been coordinated
previously.

Example: When several reservation clerks try to assign a seat on an airline flight, the system should ensure

that each seat can be accessed by only one clerk at a time for assignment to a passenger.

7. Security problems
Enforcing security constraints to the file processing system is difficult.
APPLICATION OF DATABASE
Database Applications
e Banking: all transactions
Airlines: reservations, schedules
Universities: registration, grades
Sales: customers, products, purchases
Manufacturing: production, inventory, orders, supply chain
Human resources: employee records, salaries, tax deductions
Telecommunication: Call History, Billing
Credit card transactions: Purchase details,Statements
VIEWS OF DATA
It refers that how database is actually stored in database, what data and structure of data used by database for data.
So describe all this database provides user with views and these are
e Data abstraction
e Instances and schemas
Data abstraction
As a data in database are stored with very complex data structure so when user come and want to access any data,
he will not be able to access data if he has go through this data structure. So to simplify the interaction of user
and database, DBMS hides some information which is not of user interest, a this is called data abstraction:- So
developer hides complexity from user and store abstract view of data.
Data abstraction has three level of abstractions
e level / internal level
e Logical level / conceptual level
e view level / external level
Physical level:- this is the lowest level of data abstraction which describe How data is actual stored in database.
This level basically describe the data structure and access path /indexing use for accessing file.
Logical level:- The next level of abstraction describe what data are stored in the database and what are the
relationship existed among those of data.
View level:- In this level user only interact with database and the complexity remain unview . user see data and
there may be many views of one data like chart and graph.
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DATA MODELS IN DBMS
A Data Model is a logical structure of Database. It describes the design of database to reflect entities, attributes,
relationship among data, constrains etc.
Types of Data Models:
Object based logical Models — Describe data at the conceptual and view levels.

1. E-R Model
An entity-relationship model (ER model) is a systematic way of describing and defining a business process. An
ER model is typically implemented as a database. The main components of E-R model are: entity set and
relationship set.

A sample E-R Diagram:

Sample E-R Diagram

2. Object oriented Model
An object data model is a data model based on object-oriented programming, associating methods (procedures)
with objects that can benefit from class hierarchies. Thus, “objects” are levels of abstraction that include attributes
and behavior
Record based logical Models — Like Object based model, they also describe data at the conceptual and view levels.
These models specify logical structure of database with records, fields and attributes.

1. Relational Model
In relational model, the data and relationships are represented by collection of inter-related tables. Each table is a
group of column and rows, where column represents attribute of an entity and rows represents records.
Sample relationship Model: Student table with 3 columns and three records.

Stu Id Stu Name Stu Age
111 Ashish 23
123 Saurav 22
169 Lester 24

2. Hierarchical Model
In hierarchical model, data is organized into a tree like structure with each record is having one parent record and
many children. The main drawback of this model is that, it can have only one to many relationships between nodes.
Sample Hierarchical Model Diagram:
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3. Network Model — Network Model is same as hierarchical model except that it has graph-like structure rather
than a tree-based structure. Unlike hierarchical model, this model allows each record to have more than one
parent record.

Physical Data Models — These models describe data at the lowest level of abstraction.
Three Schema Architecture

The goal of the three schema architecture is to separate the user applications and the physical database. The schemas
can be defined at the following levels:
1. The internal level — has an internal schema which describes the physical storage structure of the database.
Uses a physical data model and describes the complete details of data storage and access paths for the
database.

2. The conceptual level — has a conceptual schema which describes the structure of the database for users. It
hides the details of the physical storage structures, and concentrates on describing entities, data types,
relationships, user operations and constraints. Usually a representational data model is used to describe the
conceptual schema.

3. The External or View level — includes external schemas or user vies. Each external schema describes the
part of the database that a particular user group is interested in and hides the rest of the database from that
user group. Represented using the representational data model.

The three schema architecture is used to visualize the schema levels in a database. The three schemas are only
descriptions of data, the data only actually exists is at the physical level.
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COMPONENTS OF DBMS
Database Users
Users are differentiated by the way they expect to interact with the system
*  Application programmers
» Sophisticated users
* Naive users
* Database Administrator
*  Specialized users etc,.

Application programmers:
Professionals who write application programs and using these application programs they interact with
the database system
Sophisticated users :
These user interact with the database system without writing programs, But they submit queries to
retrieve the information
Specialized users:
Who write specialized database applications to interact with the database system.
Naive users:
Interacts with the database system by invoking some application programs that have been written
previously by application programmers
Eg : people accessing database over the'web
Database Administrator:
Coordinates all the activities of the database system; the database administrator has a good understanding of
the enterprise’s information resources and needs.
» Schema definition
» Access method definition
» Schema and physical organization modification
» Granting user authority to access the database
» Monitoring performance
Storage Manager
The Storage Manager include these following components/modules
» Authorization Manager
» Transaction Manager
» File Manager
» Buffer Manager
¢ Storage manager is a program module that provides the interface between the low-level data stored in the
database and the application programs and queries submitted to the system.
The storage manager is responsible to the following tasks:
» interaction with the file manager
» efficient storing, retrieving and updating of data
Authorization Manager
» Checks whether the user is an authorized person or not
» Test the satisfaction of integrity constraints
Transaction Manager
Responsible for concurrent transaction execution It ensures that the database remains in a consistent state
despite of the system failure

X3

%
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EVOLUTION OF RDBMS
Before the acceptance of Codd’s Relational Model, database management systems was just an ad hoc collection of
data designed to solve a particular type of problem, later extended to solve more basic purposes. This led to complex
systems, which were difficult to understand, install, maintain and use. These database systems were plagued with the
following problems:

* They required large budgets and staffs of people with special skills that were in short supply.

» Database administrators’ staff and application developers required prior preparation to access these database

systems.
* End-user access to the data was rarely provided.
* These database systems did not support the implementation of business logic as a DBMS responsibility.

Hence, the objective of developing a relational model was to address each-and every one of the shortcomings that
plagued those systems that existed at the end of the 1960s decade, and make DBMS products more widely appealing
to all kinds of users.

The existing relational database management systems offer powerful, yet simple solutions for a wide variety of
commercial and scientific application problems. Almost every industry uses relational systems to store, update and
retrieve data for operational, transaction, as well as decision support systems.
RELATIONAL DATABASE
A relational database is a database system in which the database is organized and accessed according to the
relationships between data items without the need for any consideration of physical orientation and relationship.
Relationships between data items are expressed by means of tables.
It is a tool, which can help you store, manage and disseminate information of various kinds. It is a collection of
objects, tables, queries, forms, reports, and macros, all stored in a computer program all of which are inter-related.
It is a method of structuring data in the form of records, so that relations between different entities and attributes can
be used for data access and transformation.
RELATIONAL DATABASE MANAGEMENT SYSTEM
A Relational Database Management System (RDBMS) is a system, which allows us to perceive data as tables (and
nothing but tables), and operators necessary to manipulate that data are at the user’s disposal.
Features of an RDBMS
The features of a relational database are as follows:

» The ability to create multiple relations (tables) and enter data into them

» An interactive query language

» Retrieval of information stored in more than one table

» Provides a Catalog or Dictionary, which itself consists of tables ( called system tables )

Basic Relational Database Terminology
Catalog:
A catalog consists of all the information of the various schemas (external, conceptual and internal) and also all of the
corresponding mappings (external/conceptual, conceptual/internal).
It contains detailed information regarding the various objects that are of interest to the system itself; e.g., tables,
views, indexes, users, integrity rules, security rules, etc.
In a relational database, the entities of the ERD are represented as tables and their attributes as the columns of their
respective tables in a database schema.
It includes some important terms, such as:

» Table: Tables are the basic storage structures of a database where data about something in the real world is
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stored. It is also called a relation or an entity.
*  Row: Rows represent collection of data required for a particular entity. In order to identify each row as
unique there should be a unique identifier called the primary key, which allows no duplicate rows. For
example in a library every member is unique and hence is given a membership number, which uniquely
identifies each member. A row is also called a record or a tuple.
*  Column: Columns represent characteristics or attributes of an entity. Each attribute maps onto a column of a
table. Hence, a column is also known as an attribute.
*  Relationship: Relationships represent a logical link between two tables. A relationship is depicted by a
foreign key column.
*  Degree: number of attributes
*  Cardinality: number of tuples
* An attribute of an entity has a particular value. The set of possible values That a given attribute can
have is called its domain.
KEYS AND THEIR USE
Key: An attribute or set of attributes whose values uniquely identify each entity in an entity set is called a key for
that entity set.
Super Key: If we add additional attributes to a key, the resulting combination would still uniquely identify an
instance of the entity set. Such augmented keys are called super keys.
Primary Key: It is a minimum super key.
It is a unique identifier for the table (a column or a column combination with the property that at any given time no
two rows of the table contain the same value in that column or column combination).
Foreign Key: A foreign key is a field (or collection of fields) in one table that uniquely identifies a row of another
table. In simpler words, the foreign key is defined in a second table, but it refers to the primary key in the first table.
Candidate Key: There may be two or more attributes or combinations of attributes that uniquely identify an
instance of an entity set. These attributes or combinations of attributes are called candidate keys.
Secondary Key: A secondary key is an attribute or combination of attributes that may not be a candidate key, but
that classifies the entity set on a particular characteristic. Any key consisting of a single attribute is called a simple
key, while that consisting of a combination of attributes is called a composite key.
Referential Integrity
Referential Integrity can be defined as an integrity constraint that specifies that the value (or existence) of an
attribute in one relation depend on the value (or existence) of an attribute in the same or another relation. Referential
integrity in a relational database is consistency between coupled tables. It is usually enforced by the combination of
a primary key and a foreign key. For referential integrity to hold, any field in a table that is declared a foreign key
can contain only values from a parent table's primary key field. For instance, deleting a record that contains a value
referred to by a foreign key in another table would break referential integrity.

Relational Model
Relational data model is the primary data’ model, which is used widely around the world for data storage and
processing. This model is simple and it has all the properties and capabilities required to process data with storage
efficiency.
Concepts
Tables — In relational data model, relations are saved in the format of Tables. This format stores the relation among
entities. A table has rows and columns, where rows represents records and columns represent the attributes.
Tuple — A single row of a table, which contains a single record for that relation is called a tuple.
Relation instance — A finite set of tuples in the relational database system represents relation instance. Relation
instances do not have duplicate tuples.
Relation schema — A relation schema describes the relation name (table name), attributes, and their names.
Relation key — Each row has one or more attributes, known as relation key, which can identify the row in the
relation (table) uniquely.
Attribute domain — Every attribute has some pre-defined value scope, known as attribute domain.
Constraints
Every relation has some conditions that must hold for it to be a valid relation. These conditions are
called Relational Integrity Constraints. There are three main integrity constraints —

e Key constraints

e Domain constraints

e Referential integrity constraints

Key Constraints

There must be at least one minimal subset of attributes in the relation, which can identify a tuple uniquely. This
minimal subset of attributes is called keyfor that relation. If there are more than one such minimal subsets, these are
called candidate keys.

Key constraints force that —
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e in a relation with a key attribute, no two tuples can have identical values for key attributes.

e akey attribute can not have NULL values.
Key constraints are also referred to as Entity Constraints.
Domain Constraints
Attributes have specific values in real-world scenario. For example, age can only be a positive integer. The same
constraints have been tried to employ on the attributes of a relation. Every attribute is bound to have a specific
range of values. For example, age cannot be less than zero and telephone numbers cannot contain a digit outside 0-
Referential integrity Constraints
Referential integrity constraints work on the concept of Foreign Keys. A foreign key is a key attribute of a relation
that can be referred in other relation.
Referential integrity constraint states that if a relation refers to a key attribute of a different or same relation, then
that key element must exist.
Relational database systems are expected to be equipped with a query language that can assist its users to query the
database instances. There are two kinds of query languages — relational algebra and relational calculus.
Relational Algebra
Relational algebra is a procedural query language, which takes instances of relations as input and yields instances
of relations as output. It uses operators to perform queries. An operator can be either unary or binary. They accept
relations as their input and yield relations as their output. Relational algebra is performed recursively on a relation
and intermediate results are also considered relations.
The fundamental operations of relational algebra are as follows —

e Select
e Project
e Union

e Set different
e Cartesian product
e Rename
We will discuss all these operations in the following sections.
Select Operation (o)
It selects tuples that satisfy the given predicate from a relation.
Notation — c,(r)
Where o stands for selection predicate and r stands for relation. p is prepositional logic formula which may use
connectors like and, or, and not. These terms may use relational operators like — =, # >, <, >, <,
For example —

Gsulqject = "database ”(BOOkS)
Output — Selects tuples from books where subject is 'database’.

Gsubject = "database" and price = "450"(B00k5)
Output — Selects tuples from books where subject is 'database’ and 'price’ is 450.

Gsubject = "database" and price = "450" or year > "201 O”(BOOkS)

Output — Selects tuples from books where subject is 'database’ and 'price’ is 450 or those books published after
2010.

Project Operation (T])

It projects column(s) that satisfy a given predicate.

Notation - HAl, A2, An (r)

Where A, A, , A, are attribute names of relation r.

Duplicate rows are automatically eliminated, as relation is a set.

For example —

Hsubjccl, author (BOOkS)

Selects and projects columns named as subject and author from the relation Books.
Union Operation (U)
It performs binary union between two given relations and is defined as —

rUs={t|tErort€Es}

Notation —r U s
Where r and s are either database relations or relation result set (temporary relation).
For a union operation to be valid, the following conditions must hold —

e 1, and s must have the same number of attributes.

e Attribute domains must be compatible.
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e Duplicate tuples are automatically eliminated.

[T author (Books) U [T aumor (Articles)
Output — Projects the names of the authors who have either written a book or an article or both.

Set Difference (—)
The result of set difference operation is tuples, which are present in one relation but are not in the second relation.

Notation —r — s
Finds all the tuples that are present in r but not in s.

IT author (Books) — [T autmor (Articles)

Output — Provides the name of authors who have written books but not articles.
Cartesian Product (X)

Combines information of two different relations into one.

Notation —r X s

Where r and s are relations and their output will be defined as —
rXs={qt|q€randt€s}

Gauthor = 'tutorialspoint'(BOOks X ArtiCIQS)

Output — Yields a relation, which shows all the books and articles written by tutorialspoint.
Rename Operation (p)
The results of relational algebra are also relations but without any name. The rename operation allows us to rename
the output relation. 'rename' operation is denoted with small Greek letter rho p.
Notation — p , (E)
Where the result of expression E is saved with name of x.
Additional operations are —

¢ Set intersection

e Assignment

e Natural join

SQL FUNDAMENTALS:

SQL is a standard computer language for accessing and manipulating databases.
What is SQL?

e SQL stands for Structured Query Language
SQL allows you to access a database
SQL is an ANSI standard computer language
SQL can execute queries against a database
SQL can retrieve data from a database
SQL can insert new records in a database
SQL can delete records from a database
SQL can update records in a database
SQL is easy to learn

SQL is a Standard - BUT....

SQL is an ANSI (American National Standards Institute) standard computer language for accessing and
manipulating database systems. SQL statements are used to retrieve and update data in a database. SQL works with
database programs like MS Access, DB2, Informix, MS SQL Server, Oracle, Sybase, etc.Unfortunately, there are
many different versions of the SQL language, but to be in compliance with the ANSI standard, they must support the
same major keywords in a similar manner (such as SELECT, UPDATE, DELETE, INSERT, WHERE, and others).
Note: Most of the SQL database programs also have their own proprietary extensions in addition to the SQL
standard!

SQL Database Tables
A database most often contains one or more tables. Each table is identified by a name (e.g. "Customers" or

"Orders"). Tables contain records (rows) with data.Below is an example of a table called "Persons":

LastName FirstName Address City
Hansen Ola Timoteivn 10 Sandnes
Svendson Tove Borgvn 23 Sandnes
Pettersen Kari Storgt 20 Stavanger

The table above contains three records (one for each person) and four columns (LastName, FirstName, Address, and
City).
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SQL Queries
With SQL, we can query a database and have a result set returned.
A query like this:

SELECT LastName FROM Persons
Gives a result set like this:
LastName

Hansen

Svendson

Pettersen

Note: Some database systems require a semicolon at the end of the SQL statement. We don't use the semicolon in
our tutorials.

SQL Data Manipulation Language (DML)
SQL (Structured Query Language) is a syntax for executing queries. But the SQL language also includes a syntax to
update, insert, and delete records.
These query and update commands together form the Data Manipulation Language (DML) part of SQL:
e SELECT - extracts data from a database table
e UPDATE - updates data in a database table
e DELETE - deletes data from a database table
e INSERT INTO - inserts new data into a database table
SQL Data Definition Language (DDL)
The Data Definition Language (DDL) part of SQL permits database tables to be created or deleted. We can also
define indexes (keys), specify links between tables, and impose constraints between database tables.
The most important DDL statements in SQL are:
e CREATE TABLE - creates a new database table
e ALTER TABLE - alters (changes) a database table
e DROP TABLE - deletes a database table
e CREATE INDEX - creates an index (search key)
e DROP INDEX - deletes an index
The SQL SELECT Statement
The SELECT statement is used to select data from a table. The tabular result is stored in a result table (called the
result-set).
Syntax
SELECT column_name(s)
FROM table name

' Note: SQL statements are not case sensitive. SELECT is the same as select.

SOL SELECT Example
To select the content of columns named "LastName" and "FirstName", from the database table called "Persons", use
a SELECT statement like this:

SELECT LastName,FirstName FROM Persons
The database table '"Persons'':

LastName FirstName Address City
Hansen Ola Timoteivn 10 Sandnes
Svendson Tove Borgvn 23 Sandnes
Pettersen Kari Storgt 20 Stavanger
The result

LastName FirstName

Hansen Ola

Svendson Tove

Pettersen Kari

Select All Columns

To select all columns from the "Persons" table, use a * symbol instead of column names, like this:
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SELECT * FROM Persons

Result

LastName FirstName Address City
Hansen Ola Timoteivn 10 Sandnes
Svendson Tove Borgvn 23 Sandnes
Pettersen Kari Storgt 20 Stavanger
The Result Set

The result from a SQL query is stored in a result-set. Most database software systems allow navigation of the result
set with programming functions, like: Move-To-First-Record, Get-Record-Content, Move-To-Next-Record, etc.
Programming functions like these are not a part of this tutorial. To learn about accessing data with function calls,

Semicolon after SQL Statements?

Semicolon is the standard way to separate each SQL statement in database systems that allow more than one SQL
statement to be executed in the same call to the server.

Some SQL tutorials end each SQL statement with a semicolon. Is this necessary? We are using MS Access and SQL
Server 2000 and we do not have to put a semicolon after each SQL statement, but some database programs force you
to use it.

The SELECT DISTINCT Statement

The DISTINCT keyword is used to return only distinct (different) values.

The SELECT statement returns information from table columns. But what if we only want to select distinct
elements?

With SQL, all we need to do is to add a DISTINCT keyword to the SELECT statement:

Syntax

SELECT DISTINCT column_name(s)

FROM table name

Using the DISTINCT keyword

To select ALL values from the column named "Company" we use a SELECT statement like this:
SELECT Company FROM Orders

"Orders" table

Company OrderNumber
Sega 3412 \ Yy
W3Schools 2312
Trio 4678
W3Schools 6798

Result

Company

Sega

W3Schools

Trio

W3Schools

Note that "W3Schools" is listed twice in the result-set.
To select only DIFFERENT values from the column named "Company" we use a SELECT DISTINCT statement
like this:

SELECT DISTINCT Company FROM Orders
Result:

Company

Sega

W3Schools

Trio

Now "W3Schools" is listed only once in the result-set.
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The WHERE clause is used to specify a selection criterion.

The WHERE Clause
To conditionally select data from a table, a WHERE clause can be added to the SELECT statement.
Syntax

SELECT column FROM table
WHERE column operator value

With the WHERE clause, the following operators can be used:

Operator Description

= Equal

<> Not equal

> Greater than

< Less than

>= Greater than or equal

<= Less than or equal
BETWEEN Between an inclusive range
LIKE Search for a pattern

Note: In some versions of SQL the <> operator may be written as !=

Using the WHERE Clause
To select only the persons living in the city "Sandnes", we add a WHERE clause to the SELECT statement:

SELECT * FROM Persons
WHERE City="Sandnes'

"Persons' table

LastName FirstName Address City Year
Hansen Ola Timoteivn 10 Sandnes 1951
Svendson Tove _‘|B0rgvn 23 Sandnes 1978
Svendson Stale ‘Kaivn 18 Sandnes 1980
Pettersen Kari o S_torgt 20 Stavanger 1960
Result A Y4

LastName FirstName " Address City Year
Hansen Ola \ N Timoteivn 10 Sandnes 1951
Svendson Tove S 7 Borgvn 23 Sandnes 1978
Svendson Stale - Kaivn 18 Sandnes 1980

Using Quotes

Note that we have used single quotes around the conditional values in the examples.

SQL uses single quotes around text values (most database systems will also accept double quotes). Numeric values
should not be enclosed in quotes.

For text values:

This is correct:

SELECT * FROM Persons WHERE FirstName="Tove'

This is wrong:

SELECT * FROM Persons WHERE FirstName=Tove

For numeric values:

This is correct:

SELECT * FROM Persons WHERE Year>1965
This is wrong:

SELECT * FROM Persons WHERE Year>'1965'

The LIKE Condition
The LIKE condition is used to specify a search for a pattern in a column.
Syntax
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SELECT column FROM table
WHERE column LIKE pattern

A "%" sign can be used to define wildcards (missing letters in the pattern) both before and after the pattern.

Using LIKE

The following SQL statement will return persons with first names that start with an 'O":
SELECT * FROM Persons

WHERE FirstName LIKE 'O%'

The following SQL statement will return persons with first names that end with an 'a":
SELECT * FROM Persons

WHERE FirstName LIKE '%a'

The following SQL statement will return persons with first names that contain the pattern 'la":
SELECT * FROM Persons

WHERE FirstName LIKE '%la%'

The INSERT INTO Statement

The INSERT INTO statement is used to insert new rows into a table.

Syntax

INSERT INTO table name

VALUES (valuel, value2,....)

You can also specify the columns for which you want to insert data:

INSERT INTO table name (columnl, column2,...)
VALUES (valuel, value2,....)

Insert a New Row
This "Persons" table:

LastName FirstName Address City
Pettersen Kari _']Storgt 20 Stavanger
And this SQL statement: Ay 4

INSERT INTO Persons \V 4

VALUES ('Hetland', 'Camilla’, 'Hagabakka 24', 'Sandnes')

Will give this result: A -

LastName FirstName 4 Address City
Pettersen Kari g Storgt 20 Stavanger
Hetland Camilla. Hagabakka 24 Sandnes

Insert Data in Specified Columns
This "Persons" table:

LastName FirstName Address City
Pettersen Kari Storgt 20 Stavanger
Hetland Camilla Hagabakka 24 Sandnes

And This SQL statement:
INSERT INTO Persons (LastName, Address)
VALUES ('Rasmussen’, 'Storgt 67')

Will give this result:

LastName FirstName Address City
Pettersen Kari Storgt 20 Stavanger
Hetland Camilla Hagabakka 24 Sandnes
Rasmussen Storgt 67

Null (no value ...not space not empty)
The UPDATE statement is used to modify the data in a table.
Syntax
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UPDATE table name
SET column name = new_value
WHERE column_name = some_value

Person:

LastName FirstName Address City
Nilsen Fred Kirkegt 56 Stavanger
Rasmussen Storgt 67

Update one Column in a Row

We want to add a first name to the person with a last name of “Rasmussen”:
UPDATE Person SET FirstName = ‘Nina’

WHERE LastName = ‘Rasmussen’

Result:

LastName FirstName Address City
Nilsen Fred Kirkegt 56 Stavanger
Rasmussen Nina Storgt 67

Update several Columns in a Row

We want to change the address and add the name of the city:
UPDATE Person

SET Address = 'Stien 12, City = 'Stavanger'

WHERE LastName = 'Rasmussen’

Result: , -

LastName FirstName |Address City
Nilsen Fred N .K_irkegt 56 Stavanger
Rasmussen Nina IStien 12 Stavanger
The DELETE Statement A, /

The DELETE statement is used to delete rows in a table.

Syntax

DELETE FROM table name
WHERE column_name = some_value

Person: - \ 9

LastName FirstName Address City
Nilsen Fred Kirkegt 56 Stavanger
Rasmussen Nina Stien 12 Stavanger
Delete

Drop

Delete a Row
"Nina Rasmussen" is going to be deleted:

DELETE FROM Person WHERE LastName = 'Rasmussen’

Result

LastName FirstName Address City
Nilsen Fred Kirkegt 56 Stavanger
Delete All Rows

It is possible to delete all rows in a table without deleting the table. This means that the table structure, attributes,
and indexes will be intact:

DELETE FROM table name

or

DELETE * FROM table name

The ORDER BY keyword is used to sort the result.
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Sort the Rows

The ORDER BY clause is used to sort the rows.

Orders:

Company OrderNumber
Sega 3412

ABC Shop 5678
W3Schools 2312
W3Schools 6798

Example

To display the company names in alphabetical order:

SELECT Company, OrderNumber FROM Orders
ORDER BY Company ASC (asending)

Result:

Company OrderNumber
ABC Shop 5678

Sega 3412
W3Schools 6798
W3Schools 2312

Example

To display the company names in alphabetical order AND the OrderNumber in numerical order:

SELECT Company, OrderNumber FROM Orders
ORDER BY Company, OrderNumber

Result:

Company OrderNumber Y
ABC Shop 5678

Sega 3412 A
W3Schools 2312 Y
W3Schools 6798 { )
Aggregate functions

Aggregate functions operate against a collection of values, but return a single value.
Note: If used among many other expressions in the item list of a SELECT statement, the SELECT must have a
GROUP BY clause!!

"Persons" table (used in most'examples)

Name Age
Hansen, Ola 34
Svendson, Tove 45
Pettersen, Kari 19
Aggregate functions in MS Access

Function Description

AVG(column) Returns the average value of a column
COUNT(column) Returns the number of rows (without a NULL value) of a column
COUNT(* Returns the number of selected rows

FIRST(column) Returns the value of the first record in a specified field
LAST(column) Returns the value of the last record in a specified field
MAX(column) Returns the highest value of a column

MIN(column) Returns the lowest value of a column
STDEV(column)

STDEVP(column)

SUM(column) Returns the total sum of a column

VAR(column)
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VARP(column)

Aggregate functions in SQL Server

Function

AVG(column)

BINARY_ CHECKSUM
CHECKSUM

CHECKSUM_ AGG
COUNT(column)
COUNT(*)
COUNT(DISTINCT column)
FIRST(column)

LAST(column)

MAZX(column)
MIN(column)
STDEV(column)
STDEVP(column)
SUM(column)
VAR(column)
VARP(column)

Scalar functions

Description
Returns the average value of a column

Returns the number of rows (without a NULL value) of a column
Returns the number of selected rows
Returns the number of distinct results

Returns the value of the first record in a specified field (not supported in
SQLServer2K)

Returns the value of the last record in a specified field (not supported in
SQLServer2K)

Returns the highest value of a column
Returns the lowest value of a column

Returns the total sum of a colﬁmn

Scalar functions operate against a single value, and return a single value based on the input value.

Useful Scalar Functions in MS Access

Function
UCASE(c)

LCASE(c)
MID(c,start[,end])

LEN(c)

INSTR(c,char)
LEFT(c,number_of char)
RIGHT(c,number_of char)

Descri[;ion

(Converts a field to_upper case
_;Coﬁverts a field to lower case
~ [Extract characters from a text field
|Re_turn; the length of a text field

'Returns the numeric position of a named character within a text field

Return the left part of a text field requested
Return the right part of a text field requested

ROUND(c,decimals) Rounds a numeric field to the number of decimals specified
MOD(x,y) Returns the remainder of a division operation

Aggregate functions (like SUM) often need an added GROUP BY functionality.

GROUP BY

GROUP BY... was added to SQL because aggregate functions (like SUM) return the aggregate of all column values
every time they are called, and without the GROUP BY function it was impossible to find the sum for each
individual group of column values.

The syntax for the GROUP BY function is:

SELECT column,SUM(column) FROM table GROUP BY column

GROUP BY Example

This "Sales" Table:

Company Amount
W3Schools 5500
IBM 4500
W3Schools 7100

And This SQL.:
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SELECT Company, SUM(Amount) FROM Sales

Returns this result:

Company SUM(Amount)
W3Schools 17100
IBM 17100
W3Schools 17100

The above code is invalid because the column returned is not part of an aggregate. A GROUP BY clause will solve
this problem:

SELECT Company,SUM(Amount) FROM Sales

GROUP BY Company

Returns this result:

Company SUM(Amount)
W3Schools 12600

IBM 4500
HAVING...

HAVING... was added to SQL because the WHERE keyword could not be used against aggregate functions (like
SUM), and without HAVING... it would be impossible to test for result conditions.
The syntax for the HAVING function is:

SELECT column,SUM(column) FROM table
GROUP BY column
HAVING SUM(column) condition value

This "Sales" Table:

Company A Amount
W3Schools - \ 5500
IBM ‘ . 4500
W3Schools A\ ' 7100
This SQL: \ ¥

SELECT Company,SUM(Am-ount)—F}_{OM Sales

GROUP BY Company

HAVING SUM(Amount)>10000

Returns this result

Company SUM(Amount)
W3Schools 12600

EMBEDDED SQL

Embedded SQL is a method of inserting inline SQL statements or queries into the code of a programming language,
which is known as a host language. Because the host language cannot parse SQL, the inserted SQL is parsed by an
embedded SQL preprocessor.

Embedded SQL is a robust and convenient method of combining the computing power of a programming language
with SQL's specialized data management and manipulation capabilities.

Structure of embedded SQL

Structure of embedded SQL defines step by step process of establishing a connection with DB and executing the
code in the DB within the high level language.

Connection to DB

This is the first step while writing a query in high level languages. First connection to the DB that we are accessing
needs to be established. This can be done using the keyword CONNECT. But it has to precede with ‘EXEC SQL’ to
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indicate that it is a SQL statement.

EXEC SQL CONNECT db_name;

EXEC SQL CONNECT HR_USER; //connects to DB HR_USER

Once connection is established with DB, we can perform DB transactions. Since these DB transactions are
dependent on the values and variables of the host language. Depending on their values, query will be written and
executed. Similarly, results of DB query will be returned to the host language which will be captured by the
variables of host language. Hence we need to declare the variables to pass the value to the query and get the values
from query. There are two types of variables used in the host language.

e Host variable : These are the variables of host language used to pass the value to the query as well as to
capture the values returned by the query. Since SQL is dependent on host language we have to use
variables of host language and such variables are known as host variable. But these host variables should
be declared within the SQL area or within SQL code. That means compiler should be able to differentiate
it from normal C variables. Hence we have to declare host variables within BEGIN DECLARE and END
DECLARE section. Again, these declare block should be enclosed within EXEC SQL and ;.

EXEC SQL BEGIN DECLARE SECTION;
int STD ID;
char STD NAME [15];
char ADDRESS[20];
EXEC SQL END DECLARE SECTION;
We can note here that variables are written inside begin and end block of the SQL, but they are declared using C
code. It does not use SQL code to declare the variables. Why? This is because they are host variables — variables of
C language. Hence we cannot use SQL syntax to declare them. Host language supports almost all the datatypes from
int, char, long, float, double, pointer, array, string, structures etc.
When host variables are used in a SQL query, it should be preceded by colon — “:” to indicate that it is a host
variable. Hence when pre-compiler compiles SQL code, it substitutes the value of host variable and compiles.
EXEC SQL SELECT * FROM STUDENT WHERE STUDENT ID =:STD ID;
The following code is a simple embedded SQL program, written in C. The program illustrates many, but
not all, of the embedded SQL techniques. The program prompts the user for an order number, retrieves the
customer number, salesperson, and status of the order, and displays the retrieved information on the screen.
int main() {
EXEC SQL INCLUDE SQLCA;
EXEC SQL BEGIN DECLARE SECTION;
int OrderID; /* Employee ID (from user) */

int CustID; /* Retrieved customer ID */
char SalesPerson[10] /* Retrieved salesperson name  */
char Status[6] /* Retrieved order status */

EXEC SQL END DECLARE SECTION;

/* Set up error processing */
EXEC SQL WHENEVER SQLERROR GOTO query_error;
EXEC SQL WHENEVER NOT FOUND GOTO bad number;

/* Prompt the user for order number */
printf ("Enter order number: ");
scanf s("%d", &OrderID);

/* Execute the SQL query */

EXEC SQL SELECT CustID, SalesPerson, Status
FROM Orders
WHERE OrderID = :OrderID
INTO :CustID, :SalesPerson, :Status;
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/* Display the results */

printf ("Customer number: %d\n", CustID);
printf ("Salesperson: %s\n", SalesPerson);
printf ("Status: %s\n", Status);

exit();

query_error:
printf ("SQL error: %ld\n", sqlca->sqlcode);
exit();

bad number:
printf ("Invalid order number.\n");
exit();
}

DYNAMIC SQL

The main disadvantage of embedded SQL is that it supports only static SQLs. If we need to build up queries at
run time, then we can use dynamic sql. That means if query changes according to user input, then it always better to
use dynamic SQL. Like we said above, the query when user enters student name alone and when user enters both
student name and address, is different. If we use embedded SQL, one cannot implement this requirement in the code.
In such case dynamic SQL helps the user to develop query depending on the values entered by him, without making
him know which query is being executed. It can also be used when we do not know which SQL statements like
Insert, Delete update or select needs to be used, when number of host variables is unknown, or when datatypes of
host variables are unknown or when there is direct reference to DB objects like tables, views, indexes are required.
However this will make user requirement simple and easy but it may make query lengthier and complex. That
means depending upon user inputs, the query may grow or shrink making the code flexible enough to handle all the
possibilities. In embedded SQL, compiler knows the query in advance and pre-compiler compiles the SQL code
much before C compiles the code for execution. Hence embedded SQLs will be faster in execution. But in the case
of dynamic SQL, queries are created, compiled and executed only at the run time. This makes the dynamic SQL
little complex, and time consuming.
Since query needs to be prepared at run time,-in addition to the structures discussed in embedded SQL, we have
three more clauses in dynamic SQL. These are mainly used to build the query and execute them at run time.
PREPARE
Since dynamic SQL builds a query at run time, as a first step we need to capture all the inputs from the user. It will
be stored in a string variable. Depending on the inputs received from the user, string variable is appended with inputs
and SQL keywords. These SQL like string statements are then converted into SQL query. This is done by using
PREPARE statement.
For example, below is the small snippet from dynamic SQL. Here sql_stmt is a character variable, which holds
inputs from the users along with SQL commands. But is cannot be considered as SQL query as it is still a sting
value. It needs to be converted into a proper SQL query which is done at the last line using PREPARE statement.
Here sql_query is also a string variable, but it holds the string as a SQL query.
EXECUTE
This statement is used to compile and execute the SQL statements prepared in DB.
EXEC SQL EXECUTE sql_query;
EXECUTE IMMEDIATE
This statement is used to prepare SQL statement as well as execute the SQL statements in DB. It performs the task
of PREPARE and EXECUTE in a single line.
EXEC SQL EXECUTE IMMEDIATE :sql_stmt;
Dynamic SQL will not have any SELECT queries and host variables. But it can be any other SQL statements like
insert, delete, update, grant etc. But when we use insert/ delete/ updates in this type, we cannot use host variables.
All the input values will be hardcoded. Hence the SQL statements can be directly executed using EXECUTE
IMMEDIATE rather than using PREPARE and then EXECUTE.
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EXEC SQL EXECUTE IMMEDIATE ‘GRANT SELECT ON STUDENT TO Faculty’;
EXEC SQL EXECUTE IMMEDIATE ‘DELETE FROM STUDENT WHERE STD ID =100’;
EXEC SQL EXECUTE IMMEDIATE ‘UPDATE STUDENT SET ADDRESS = ‘Troy> WHERE STD ID =100’;
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web users) Programmers (analysts) administr ators
use write use use
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Figure 1.5 System structure.

Page 20 of 20



CS8492 /Database Management Systems  Department of CSE & IT 2018 - 2019

UNIT 11 DATABASE DESIGN
Entity-Relationship model — E-R Diagrams — Enhanced-ER Model — ER-to-Relational Mapping —

Functional Dependencies — Non-loss Decomposition — First, Second, Third Normal Forms, Dependency
Preservation — Boyce/Codd Normal Form — Multi-valued Dependencies and Fourth Normal Form —
Join Dependencies and Fifth Normal Form

DATABASE DESIGN

A well-designed database shall:

» Fliminate Data Redundancy: the same piece of data shall not be stored in more than one place. This is because
duplicate data not only waste storage spaces but also easily lead to inconsistencies.

= Ensure Data Integrity and Accuracy

Entity-Relationship Data Model
o (lassical, popular conceptual data model
e First introduced (mid 70’s) as a (relatively minor) improvement to the relational model: pictorial diagrams are
easier to read than relational database schemas
e Then evolved as a popular model for the first conceptual representation of data structures in the process of
database design
ER Model: Entity and Entity Set
Considering the above example, Student is an entity, Teacher is an entity, similarly, Class, Subjectetc are also
entities.

An Entity is generally a real-world object which has characteristics and holds relationships in a DBMS.
If a Student is an Entity, then the complete dataset of all the students will be the Entity Set

ER Model: Attributes
If a Student is an Entity, then student's roll.no., student's name, student's age, student's gender etc will be its
attributes.

An attribute can be of many types, here are different types of attributes defined in ER database model:

1. Simple attribute: The attributes with values that are atomic and cannot be broken down further are simple
attributes. For example, student's age.

2. Composite attribute: A composite attribute is made up of more than one simple attribute. For example,
student's address will contain, house no., street name, pincode etc.

3. Derived attribute: These are the attributes which are not present in the whole database management system,
but are derived using other attributes. For example, average age of students in a class.

4. Single-valued attribute: As the name suggests, they have a single value.

5. Multi-valued attribute: And, they can have multiple values.

ER Model: Relationships

When an Entity is related to another Entity, they are said to have a relationship. For example, A ClassEntity is
related to Student entity, because students study in classes, hence this is a relationship.

Depending upon the number of entities involved, a degree is assigned to relationships.

For example, if 2 entities are involved, it is said to be Binary relationship, if 3 entities are involved, it is said to
be Ternary relationship, and so on.
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Working with ER Diagrams

ER Diagram is a visual representation of data that describes how data is related to each other. In ER Model, we
disintegrate data into entities, attributes and setup relationships between entities, all this can be represented visually
using the ER diagram.

Components of ER Diagram

Entitiy, Attributes, Relationships etc form the components of ER Diagram and there are defined symbols and
shapes to represent each one of them.

Let's see how we can represent these in our ER Diagram.

Entity

Simple rectangular box represents an Entity.

Student Subject

Relationships between Entities - Weak and Strong
Rhombus is used to setup relationships between two or more entities.

L

Relationship Relationship

Attributes for any Entity
Ellipse is used to represent attributes of any entity. It is connected to the entity.

Date of Publish

Book

Weak Entity
A weak Entity is represented using double rectangular boxes. It is generally connected to another entity.

Loan Installment

Key Attribute for any Entity
To represent a Key attribute, the attribute name inside the Ellipse is underlined.

Key Attribute
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Derived Attribute for any Entity

Derived attributes are those which are derived based on other attributes, for example, age can be derived from date
of birth.

To represent a derived attribute, another dotted ellipse is created inside the main ellipse.

Multivalued Attribute for any Entity
Double Ellipse, one inside another, represents the attribute which can have multiple values.

Multivalued
Composite Attribute for any Entity

A composite attribute is the attribute, which also has attributes.

Composite
Attribute

2
ER Diagram: Entity

An Entity can be any object, place, person or class. In ER Diagram, an entity is represented using rectangles.
Consider an example of an Organisation- Employee, Manager, Department, Product and many more can be taken
as entities in an Organisation.

Emp'oyee —— WOTKS e Department

FOI’

The yellow rhombus in between represents a relationship.

ER Diagram: Key Attribute
Key attribute represents the main characteristic of an Entity. It is used to represent a Primary key. Ellipse with the
text underlined, represents Key Attribute.

fam address

v
g

Student

~
/

id =
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ER Diagram: Binary Relationship
Binary Relationship means relation between two Entities. This is further divided into three types.

One to One Relationship
This type of relationship is rarely seen in real world.

1
-~

Student  se—enrol| m— Course

The above example describes that one student can enroll only for one course and a course will also have only one
Student. This is not what you will usually see in real-world relationships.

One to Many Relationship
The below example showcases this relationship, which means that 1 student can opt for many courses, but a course
can only have 1 student. Sounds weird! This is how it is.

1 N

Student — se—enroll Course

Many to One Relationship
It reflects business rule that many entities can be associated with just one entity. For example, Student enrolls for
only one Course but a Course can have many Students.

Student — 0| — Course

Many to Many Relationship

Student

enroll  m— Course

The above diagram represents that one student can enroll for more than one courses. And a course can have more
than 1 student enrolled in it.
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ER Diagram: Recursive Relationship
When an Entity is related with itself it is known as Recursive Relationship.

T manages

Employee

l managed
ER Diagram: Ternary Relationship
Relationship of degree three is called Ternary relationship.

A Ternary relationship involves three entities. In such relationships we always consider two entites together and
then look upon the third.

Sector — m— Produet

Compuny

o The above relationship involves 3 entities.
* Company operates in Seetor, producing some
Products.

For example, in the diagram above, we have three related entities, Company, Product and Sector. To understand the
relationship better or to define rules around the model, we should relate two entities and then derive the third one.
A Company produces many Products/ each product is produced by exactly one company.

A Company operates in only one Sector / each sector has many companies operating in it.

Considering the above two rules or relationships, we see that although the complete relationship involves three
entities, but we are looking at two entities at a time.

The Enhanced ER Model
As the complexity of data increased in the late 1980s, it became more and more difficult to use the traditional ER
Model for database modelling. Hence some improvements or enhancements were made to the existing ER Model to
make it able to handle the complex applications better.
Hence, as part of the Enhanced ER Model, along with other improvements, three new concepts were added to the
existing ER Model, they were:

1. Generalization

2. Specialization

3. Aggregration

Generalization

Generalization is a bottom-up approach in which two lower level entities combine to form a higher level entity. In
generalization, the higher level entity can also combine with other lower level entities to make further higher level
entity.

It's more like Superclass and Subclass system, but the only difference is the approach, which is bottom-up. Hence,
entities are combined to form a more generalised entity, in other words, sub-classes are combined to form a super-
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class.

Account
) Bottom Up
/ : \APPDOCIﬂ
Soving Current

For example, Saving and Current account types entities can be generalised and an entity with name Account can be
created, which covers both.

Specialization

Specialization is opposite to Generalization. It is a top-down approach in which one higher level entity can be
broken down into two lower level entity. In specialization, a higher level entity may not have any lower-level entity
sets, it's possible.

Student

is

A Approach

PN

Ex-Student Current Student

VOP Down

Aggregation
Aggregation is a process when relation between two entities is treated as a single entity.
Center — Offer mmmm Course
|
enquire
Visitor

In the diagram above, the relationship between Center and Course together, is acting as an Entity, which is in
relationship with another entity Visitor. Now in real world, if a Visitor or a Student visits a Coaching Center, he/she
will never enquire about the center only or just about the course, rather he/she will ask enquire about both.

ER Model to Relational Model

ER Model can be represented using ER Diagrams which is a great way of designing and representing the database
design in more of a flow chart form.
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It is very convenient to design the database using the ER Model by creating an ER diagram and later on converting
it into relational model to design your tables.

Not all the ER Model constraints and components can be directly transformed into relational model, but an
approximate schema can be derived.

Few examples of ER diagrams and convert it into relational model schema, hence creating tables in RDBMS.

Entity becomes Table

Entity in ER Model is changed into tables, or we can say for every Entity in ER model, a table is created in
Relational Model.

And the attributes of the Entity gets converted to columns of the table.

And the primary key specified for the entity in the ER model, will become the primary key for the table in
relational model.

For example, for the below ER Diagram in ER Model,

e address

A table with name Studentwill be created  in = relational model, which will have 4
columns, id, name, age, address and id will be the primary key for this table.
Table:Student

| id | name | age | address |

Relationship becomes a Relationship Table

In ER diagram, we use diamond/rhombus to represent a relationship between two entities. In Relational model we
create a relationship table for ER Model relationships too.

In the ER diagram below, we have two entities Teacher and Student with a relationship between them.

TQUCHQI’ — | o —— Sfudenf

As discussd above, entity gets mapped to table, hence we will create table for Teacher and a table for Student with
all the attributes converted into columns.

Now, an additional table will be created for the relationship, for example StudentTeacher or give it any name you
like. This table will hold the primary key for both Student and Teacher, in a tuple to describe the relationship,
which teacher teaches which student.

If there are additional attributes related to this relationship, then they become the columns for this table, like subject
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name.
Also proper foreign key constraints must be set for all the tables.

Functional Dependency

The functional dependency is a relationship that exists between two attributes. It typically exists between the
primary key and non-key attribute within a table.
X =Y
The left side of FD is known as a determinant, the right side of the production is known as a dependent.
For example:
Assume we have an employee table with attributes: Emp Id, Emp Name, Emp_ Address.
Here Emp _Id attribute can uniquely identify the Emp Name attribute of employee table because if we know the
Emp_Id, we can tell that employee name associated with it.
Functional dependency can be written as:
Emp Id — Emp Name

Types of Functional dependency

Functional

Dependency
Trivial Non-trivial
Functional Functional
Dependency Dependency

Trivial functional dependency

o A — B has trivial functional dependency if B is a subset of A.
o The following dependencies are also trivial like: A — A, B — B
Example:
Consider a table with two columns Employee Id and Employee Name.
{Employee _id, Employee Name} — Employee Id is a trivial functional dependency as
Employee Id is a subset of {Employee Id, Employee Name}.
3. Also, Employee Id — Employee Id and Employee Name — Employee Name are trivial dependencies too.

Non-trivial functional dependency
A — B has a non-trivial functional dependency if B is not a subset of A.
When A intersection B is NULL, then A — B is called as complete non-trivial.

Example:
ID — Name,
Name — DOB

Normalization of Database

Database Normalization is a technique of organizing the data in the database. Normalization is a systematic
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approach of decomposing tables to eliminate data redundancy(repetition) and undesirable characteristics like
Insertion, Update and Deletion anomalies. It is a multi-step process that puts data into tabular form, removing
duplicated data from the relation tables.

Normalization is used for mainly two purposes,

e Eliminating reduntant(useless) data.
o Ensuring data dependencies make sense i.e data is logically stored.

Problems Without Normalization

If a table is not properly normalized and have data redundancy then it will not only eat up extra memory space but
will also make it difficult to handle and update the database, without facing data loss. Insertion, Updation and
Deletion Anomalies are very frequent if database is not normalized. To understand these anomalies let us take an
example of a Student table.

rollno name branch hod office_tel

401 Akon CSE Mr. X 53337

402 Bkon CSE Mr. X~ 53337

403 Ckon  CSE Mr. X 53337

404 Dkon = CSE Mr. X 53337

In the table above, we have data of 4 Computer Sci. students. As we can see, data for the fields branch, hod(Head
of Department) and office tel is repeated for the students who are in the same branch in the college, this is Data
Redundancy.

Insertion Anomaly

Suppose for a new admission, until and unless a student opts for a branch, data of the student cannot be inserted, or
else we will have to set the branch information as NULL.

Also, if we have to insert data of 100 students of same branch, then the branch information will be repeated for all
those 100 students.

These scenarios are nothing but Insertion anomalies.

Updation Anomaly

What if Mr. X leaves the college? or is no longer the HOD of computer science department? In that case all the
student records will have to be updated, and if by mistake we miss any record, it will lead to data inconsistency.
This is Updation anomaly.

Deletion Anomaly

In our Student table, two different informations are kept together, Student information and Branch information.
Hence, at the end of the academic year, if student records are deleted, we will also lose the branch information.
This is Deletion anomaly.
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Normalization Rule
Normalization rules are divided into the following normal forms:

1. First Normal Form

2. Second Normal Form

3. Third Normal Form

4. BCNF

5. Fourth Normal Form

6. Fifth Normal Form

First Normal Form (1NF)

For a table to be in the First Normal Form, it should follow the following 4 rules:
1. It should only have single(atomic) valued attributes/columns.
2. Values stored in a column should be of the same domain
3. All the columns in a table should have unique names.
4. And the order in which data is stored, does not matter.
Rules for First Normal Form
The first normal form expects you to follow a few simple rules while designing your database, and they are:

Rule 1: Single Valued Attributes
Each column of your table should be single valued which means they should not contain multiple values. We
will explain this with help of an example later, let's see the other rules for now.

Rule 2: Attribute Domain should not change

This is more of a "Common Sense" rule. In each column the values stored must be of the same kind or type.
For example: If you have a column dob to save date of births of a set of people, then you cannot or you must
not save 'names' of some of them in that column along with 'date of birth' of others in that column. It should
hold only 'date of birth' for all the records/rows.

Rule 3: Unique name for Attributes/Columns

This rule expects that each column in a table should have a unique name. This is to avoid confusion at the time
of retrieving data or performing any other operation on the stored data.

If one or more columns have same name, then the DBMS system will be left confused.

Rule 4: Order doesn't matters

This rule says that the order in which you store the data in your table doesn't matter.

EXAMPLE

Create a table to store student data which will have student's roll no., their name and the name of subjects they
have opted for.

Here is the table, with some sample data added to it.

roll_no | name | subject
101 | Akon OS, CN
103 | Ckon Java
102 | Bkon C, C++

The table already satisfies 3 rules out of the 4 rules, as all our column names are unique, we have stored data
in the order we wanted to and we have not inter-mixed different type of data in columns.
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But out of the 3 different students in our table, 2 have opted for more than 1 subject. And we have stored the
subject names in a single column. But as per the 1st Normal form each column must contain atomic value.

It's very simple, because all we have to do is break the values into atomic values.

Here is our updated table and it now satisfies the First Normal Form.

roll_no | name | subject
101 | Akon OS
101 | Akon CN
103 | Ckon Java
102 | Bkon C
102 | Bkon C++

By doing so, although a few values are getting repeated but values for the subject column are now atomic for
each record/row. Using the First Normal Form, data redundancy increases, as there will be many columns with
same data in multiple rows but each row as a whole will be unique.

Second Normal Form (2NF)

For a table to be in the Second Normal Form,

1. It should be in the First Normal form.

2. And, it should not have Partial Dependency.

Dependency

Let's take an example of a Student table with columns student_id, name, reg_no(registration
number), branch and address(student's home address).

student_ reg_n | branc | addre
: name
id o h ss

In this table, student id is the primary key.and will be unique for every row, hence we can use student id to
fetch any row of data from this table

Even for a case, where student names are same, if we know the student id we can easily fetch the correct
record.

student_id name reg_no branch address
10 Akon 07-WY CSE Kerala
11 Akon 08-WY T Gujarat

Hence we can say a Primary Key for a table is the column or a group of columns(composite key) which can
uniquely identify each record in the table.

I can ask from branch name of student with student id 10, and I can get it. Similarly, if I ask for name of
student with student id 10 or 11, I will get it. So all I need is student id and every other column depends on it,
or can be fetched using it.This is Dependency and we also call it Functional Dependency.

Partial Dependency

Now that we know what dependency is, we are in a better state to understand what partial dependency is.
For a simple table like Student, a single column like student id can uniquely identfy all the records in a table.
But this is not true all the time. So now let's extend our example to see if more than 1 column together can act
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as a primary key.
Let's create another table for Subject, which will have subject id and subject name fields and subject id will

be the primary key.

subject_i | subject_nam
d e

1| Java

2| C++

3 | Php

Now we have a Student table with student information and another table Subject for storing subject
information.

Let's create another table Score, to store the marks obtained by students in the respective subjects. We will also
be saving name of the teacher who teaches that subject along with marks.

score_id | student_id ZUbjeCt—i marks | teacher
1 10 1 70 Java Teacher
2 10 2 75 C++ Teacher
3 11 1 80 Java Teacher

In the score table we are saving the student_id to know which student's marks are these and subject_id to
know for which subject the marks are for.

Together, student id + subject id forms a Candidate Key which can be the Primary key.

To get me marks of student with student id 10, can you get it from this table? No, because you don't know for
which subject. And if I give you subject id, you would not know for which student. Hence we need student_id
+ subject_id to uniquely identify any row.

But where is Partial Dependency?

Now if you look at the Score table, we have a column names teacher which is only dependent on the subject,
for Java it's Java Teacher and for C++ it's C++ Teacher & so on.

Now as we just discussed that the primary key for this table is a composition of two columns which
is student id & subject id but the teacher's name only depends on subject, hence the subject id, and has
nothing to do with student id.

This is Partial Dependency, where an attribute in a table depends on only a part of the primary key and not on
the whole key.

How to remove Partial Dependency?

There can be many different solutions for this, but out objective is to remove teacher's name from Score table.
The simplest solution is to remove columns teacher from Score table and add it to the Subject table. Hence, the
Subject table will become:

subject_id | subject_name teacher
1 Java Java Teacher
2 C++ C++ Teacher
3 Php Php Teacher
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And our Score table is now in the second normal form, with no partial dependency.

score_ | student_ | subject_ | mar
id id id ks
1 10 1 70
2 10 2 75
3 11

Third Normal Form (3NF)
A table is said to be in the Third Normal Form when,
1. It is in the Second Normal form.
2. And, it doesn't have Transitive Dependency.
So let's use the same example, where we have 3 tables, Student, Subject and Score.

Student Table

StUd:nt—' name reg_no branch address
10 Akon 07-WYy CSE Kerala
11 Akon 08-WY IT Guijarat
12 Bkon 09-WY IT Rajasthan
Subject Table
subject_id | subject_name teacher
1 Java Java Teacher
2 C++ C++ Teacher
3 Php Php Teacher
Score Table

In the Score table, we need to store some more information, which is the exam name and total marks, so let's
add 2 more columns to the Score table.

. student_i | subject_i
score_id d d marks
1 10 1 70
2 10 2 75
3 11 1 80

Transitive Dependency

With exam name and total marks added to our Score table, it saves more data now. Primary key for the Score
table is a composite key, which means it's made up of two attributes or columns — student_id + subject id.
The new column exam_ name depends on both student and subject. For example, a mechanical engineering
student will have Workshop exam but a computer science student won't. And for some subjects you have
Practical exams and for some you don't. So we can say thatexam nameis dependent on
both student id and subject id.

And what about our second new column total marks? Does it depend on our Score table's primary key?
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Well, the column total marks depends on exam name as with exam type the total score changes. For example,
practicals are of less marks while theory exams are of more marks.

But, exam name is just another column in the score table. It is not a primary key or even a part of the primary
key, and total marks depends on it.

This is Transitive Dependency. When a non-prime attribute depends on other non-prime attributes rather than
depending upon the prime attributes or primary key.

How to remove Transitive Dependency
Again the solution is very simple. Take out the columns exam name and total marks from Score table and put
them in an Exam table and use the exam id wherever required.

Score Table: In 3rd Normal Form

score_id StUdjnt—' SUbiJ:;Ct— marks exam_id
The new Exam table
. total mark
exam_id exam_name p
1 Workshop 200
2 Mains 70
3 Practicals 30

Advantage of removing Transitive Dependency
The advantage of removing transitive dependency is,

e Amount of data duplication is reduced.

o Data integrity achieved.

Boyce and Codd Normal Form (BCNF)

Boyce and Codd Normal Form is a higher version of the Third Normal form. This form deals with certain type

of anomaly that is not handled by 3NF. A 3NF table which does not have multiple overlapping candidate keys

is said to be in BCNF. For a table to be in BCNF, following conditions must be satisfied:

e R must be in 3rd Normal Form

e and, for each functional dependency ( X — Y ), X should be a super Key.In simple words, it means, that
for a dependency A — B, A cannot be a non-prime attribute, if B is a prime attribute.

Example

College enrolment table with columns student id, subject and professor.

student_id | subject | professor
101 Java P.Java
101 C++ P.Cpp
102 Java P.Java2
103 C# P.Chash
104 Java P.Java

In the table above:

One student can enroll for multiple subjects. For example, student with student_id 101, has opted for subjects -
Java & C++

o For each subject, a professor is assigned to the student.

e And, there can be multiple professors teaching one subject like Java.

What do you think should be the Primary Key?
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Well, in the table above student id, subject together form the primary key, because

using student id and subject, we can find all the columns of the table.

One more important point to note here is, one professor teaches only one subject, but one subject may have
two different professors.

Hence, there is a dependency between subject and professor here, where subject depends on the professor
name.

This table satisfies the 1st Normal form because all the values are atomic, column names are unique and all the
values stored in a particular column are of same domain.

This table also satisfies the 2nd Normal Form as there is no Partial Dependency.

And, there is no Transitive Dependency, hence the table also satisfies the 3rd Normal Form.

But this table is not in Boyce-Codd Normal Form.

Why this table is not in BCNF?

In the table above, student id, subject form primary key, which means subject column is a prime attribute.
But, there is one more dependency, professor — subject.

And while subject is a prime attribute, professor is a non-prime attribute, which is not allowed by BCNF.
How to satisfy BCNF?

To make this relation(table) satisfy BCNF, we will decompose this table into two tables, student table

and professor table.

Below we have the structure for both the tables.

Student Table
student_id p_id
101 1
101 2
Professor Table
p_id professor subject
1 P.Java Java
2 P.Cpp C++

And now, this relation satisfy Boyee-Codd Normal Form.
Fourth Normal Form (4NF)

A table is said to be in the Fourth Normal Form when,
1. It is in the Boyce-Codd Normal Form.
2. And, it doesn't have Multi-Valued Dependency.
Multi-valued Dependency
A table is said to have multi-valued dependency, if the following conditions are true,
1. For a dependency A — B, if for a single value of A, multiple value of B exists, then the table may have
multi-valued dependency.
2. Also, a table should have at-least 3 columns for it to have a multi-valued dependency.
3. And, for a relation R(A,B,C), if there is a multi-valued dependency between, A and B, then B and C
should be independent of each other.
If all these conditions are true for any relation(table), it is said to have multi-valued dependency.
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Example
Below we have a college enrolment table with columns s_id, course and hobby.

From the table above, student withs id 1 has opted for two courses, Science and Maths, and has two

hobbies, Cricket and Hockey.
Y ou must be thinking what problem this can lead to, right?

Well the two records for student with s_id 1, will give rise to two more records, as shown below, because for

Department of CSE & IT

s_id °°:rs hobby
1 SCI:nC Cricket
1 Maths Hockey
2 C# Cricket
2 Php Hockey

2018 - 2019

one student, two hobbies exists, hence along with both the courses, these hobbies should be specified.

s_id course hobby
1 Science Cricket
1 Maths Hockey
1 Science Hockey
1 Maths Cricket

And, in the table above, there is no relationship between the columns course and hobby. They are independent

of each other.

So there is multi-value dependency, which leads to un-necessary repetition of data and other anomalies as

well.

How to satisfy 4th Normal Form?

To make the above relation satify the 4th normal form, we can decompose the table into 2 tables.

CourseOpted Table

s_id course
Science
Maths

C#
Php

NI =l

Hobbies Table,

s_id hobby
Cricket
Hockey
Cricket
Hockey
Now this relation satisfies the fourth normal form.

A table can also have functional dependency along with multi-valued dependency. In that case, the
functionally dependent columns are moved in a separate table and the multi-valued dependent columns are
moved to separate tables.

NI =l
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Fifth Normal Form (5NF)
A database is said to be in SNF, if and only if,
1. It's in 4NF
2. If we can decompose table further to eliminate redundancy and anomaly, and when we re-join the
decomposed tables by means of candidate keys, we should not be losing the original data or any new
record set should not arise. In simple words, joining two or more decomposed table should not lose
records nor create new records.

What is Join Dependency

If a table can be recreated by joining multiple tables and each of this table have a subset of the attributes of the
table, then the table is in Join Dependency. It is a generalization of Multivalued DependencyJoin Dependency
can be related to SNF, wherein a relation is in SNF, only if it is already in 4NF and it cannot be decomposed
further.

Example
<Employee>
EmpName EmpSkills EmpJob (Assigned Work)
Tom Networking EJOO1
Harry Web Development EJ002
Katie Programming EJ002

The above table can be decomposed into the following three tables; therefore it is not in SNF:

<EmployeeSkills>
EmpName EmpSKkills
Tom Networking
Harry Web Development
Katie Programming
<EmployeeJob> N\ -
EmpName EmpJob
Tom EJOO1
Harry EJ002
Katie EJ002
<JobSkills>
EmpSKkills EmpJob
Networking EJOO1
Web Development EJ002
Programming EJ002

Our Join Dependency:
{(EmpName, EmpSkills ), (EmpName, EmpJob), (EmpSkills, EmpJob)}
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The above relations have join dependency, so they are not in SNF. That would mean that a join relation of the
above three relations is equal to our original relation <Employee>.

FIFTH NORMAL FORM EXAMPLE

Consider an example of different Subjects taught by different lecturers and the lecturers taking classes for

different semesters.

Note: Please consider that Semester 1 has Mathematics, Physics and Chemistry and Semester 2 has only

Mathematics in its academic year!!

Department of CSE & IT

2018 - 2019

COURSE SUBJECT LECTURER CLASS
SUBJECT Mathematics |Alex SEMESTER 1
LECTURER Mathematics |[Rose SEMESTER 1
CLASS Physics Rose SEMESTER 1

Physics Joseph SEMESTER 2
Chemistry  |Adam SEMESTER 1

In above table, Rose takes both Mathematics and Physics class for Semester 1, but she does not take Physics
class for Semester 2. In this case, combination of all these 3 fields is required to identify a valid data. Imagine
we want to add a new class - Semester3 but do not know which Subject and who will be taking that subject.
We would be simply inserting a new entry with Class-as Semester3 and leaving Lecturer and subject as NULL.
As we discussed above, it's not a good to have such entries. Moreover, all the three columns together act as a
primary key, we cannot leave other two columns blank!

Hence we have to decompose the table in such a way that it satisfies all the rules till 4NF and when join them
by using keys, it should yield correct record. Here, we can represent each lecturer's Subject area and their

classes in a better way. We can divide above table into three - (SUBJECT, LECTURER), (LECTURER,
CLASS), (SUBJECT, CLASS)

[ sve ]
SUBJECT LECTURER CLASS LECTURER
Mathematics |Alex SEMESTER 1 Alex
Mathematics |Rose SEMESTER 1 Rose
Physics Rose SEMESTER 1 Rose
Physics Joseph SEMESTER 2 Joseph
Chemistry  |Adam SEMESTER 1 Adam
CLASS SUBJECT
SEMESTER 1 Mathematics
SEMESTER 1 Physics
SEMESTER 1 Chemistry
SEMESTER 2 Physics

Now, each of combinations is in three different tables. If we need to identify who is teaching which subject to
which semester, we need join the keys of each table and get the result.

For example, who teaches Physics to Semester 1, we would be selecting Physics and Semester] from table 3
above, join with tablel using Subject to filter out the lecturer names. Then join with table2 using Lecturer to
get correct lecturer name. That is we joined key columns of each table to get the correct data. Hence there is no
lose or new data - satisfying SNF condition.
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Schedule is an order of multiple transactions executing in concurrent environment

Following figure represents the types of schedules.
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Aty lue of day
alizability is a concept tha helps to i
0 1de

then it may le
2 from diffe

dat ad to inconsistency of

rent transactions).

, Ser : ; ntify whi
the transaction equivalent to serial schedy ch non serial schedule and find
e,
ample :
B muon. ex ﬁ
T
ST B T
— | 1

Inital | 00 | g0 [

Value

A=A- .

10

W(a)

B=B+10

W(B)

90 110
A=A-
10
W(A)
80 110

T, will read the values from database as A = 100,

o In above transactions initially
ction T, will read the modified

B = 100 and modify the values of A and B. But transa
value i.e. 90 and will modify it to 80 and perform write operation. Thus at the end of

transaction T, value of A will be 90 but at end of tr
e. This sequence can be convert

cess is called serializability.

; ed to a
Thus conflicts or inconsistency occurs her
sequence which may give us consistent result. This pro

s® - an up-thrust for knowledge
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Database Management Systems .
: : e transactions execute one
Serial schedule : The schedule I which tl ,m  example : Congi after :Ea )
It is consistent in nature. FOT €7 : Consider Ho__os. __5_.

i
hy ;5

called serial schedule.

transactions Ty and T *
T, T
———

R(A)

W(A)

R(B)

WE) | .
R(A)

' W(A)

R(B)
W(B)

Al the operations of transaction T, on data items A and mrmz B executes aiid
transaction T, all the operations on data items A and B execute. The R stands f, then in
; 1 or ?.&

operation and W stands for write operation.’
Non serial schedule : The schedule in which operations present within the tran,
v mwnmou

are intermixed. This may lead to conflicts in the result or inconsistency in the regy
‘ : : resultap

data. For example-
Consider following two transactions,

T, T,
R(A)
W(A)
R(A)
W(B) .
R(A)
W(B)
R(B)
W(B)

The abov ;
e transaction is saj
n is sai ;
N d to be non serial which result in inconsistency or confli®

in the data.

B —
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multiple transacti AU
i Ons run 8:25:3 May-15,18,19, Dec.-15, Marks 13
’

whern
. 2
change in the resultany value of ¢
_ ata f

data (i€
_ gerializability 19 & CONCCPt that helpg 1 g

the :unmmn:o: equivalent to serial schedy
ule,

then
N it may lead to inconsistency of

rom dj
m different transactions).

fy which non serial schedule and find

, For example :

T
T,

Initial
Value

A=A-
10

>’ b |
s;é
|
,

W(A)

W(B)

,
B=B+10 f \
,

90 110

A=A-
10

’ W(A)

80 ’ :o’ i

alues from database as A =100,

« In above transactions initially T, will read the v
B = 100 and modify the values of A and B. But transaction T, will read the modified

value ie. 90 and will modify it to 80 and perform write operation. Thus at the end of
transaction T, value of A will be 90 but at end of transaction T, value of A willbe 80.
e. This sequence can be converted to 2

nsistency occurs her
ess is called serializability.

ent result. This proc

Thus conflicts or inco!
sequence which may give us consist

st for knowledge

TECHNICAL ncmcgaozm@ - an up-thru




e ———
B S—

Database Management Systems

Difference between Serial schedule a

\’ Serial schedule .
1 schedule.

\ No concurrency is allowed in seria

In serial schedule, if there are tWo
executing at the same tim
. of operations is permitted, then'
be the possibilities of execution =

(i) Execute all the operations of transactions T1
in .a sequence and then execute all ' the
operations of transactions T2 in a sequence.

(ii) Execute all the operations of transactions T2

in a sequence and then execute

operations of transactions T1 in a sequence.

transactions
e and no interleaving
following can

allowed

Concurrency is
schedule.

In serializable® schedule, if thepo
_transactions executing at the same ¢ oy
_interleaving of operations is alloweq Esm ang
be different possible orders of eye °Te
individual operation of the :w:mmnmo“asm &

are

all the

Example of serializable schedule

mu.»:.w_o of serial schedule
h . 2 T17:. T2
_ Read(A) Read(A) -
| A-as0 A=A50 ’
| write(a) _ Write(A)"
R
| Read®) _ Read(B)
_anng
B=B+100
rsia@ :
F - ! Write(B)
r Read(A) Read(B)
.r . _ A=A+10 Write(B)
§ Writé(A)

o ‘:..mﬂm are ‘two gmm of se
mmam:NmE_:%

EXX] confiict Serializability

rializabilities ‘: 'conflict serializability and view

owledge

| it
%E.:Q

) ﬂ.wmnm should be different transactio
ns

serializability —

7) The operations must be performeg ,os sam
, e data jter
s

f the OmvaDn.::—
mv One o must be the w ite
:3 Operati
on

| Weean test a given schedule for conflict serjq;

for the schedule, ;

mn%r . . and by searching for absence of ]

, Predence graph is a directed graph, consistin, of cycles in the graph. A%
§ &

and Eis set of edges. The set of Vertices con
] is
in the schedule. The set of edges consists of
" conditions holds : :

1. Ti executes write(Q) before Tj executes read(Q)
2. Ti executes read(Q) before Tj executes write(Q)
3. Ti executes write(Q) before Tj executes write(Q)

g mm.a&n%m.mq order of the transactions can be obtained by finding a linear order
consistent with the partial order of the precedence .mSvr. This process .mm called

topological sorting.

Testing for serializability
Following method is used for testing the serializability : To test the conflict: ;
J \.\ e
nt the

serializability we can draw a graph G = (V,E) where V = vertices' which represe

number of transactions. E = edges for conflicting pairs. 4 5
Step1: Create a node for mm.nr transaction. -

Step2: Find the conflicting pairs(RW, WR, WW) on the same variable(or data item) by

different transactions.

Step 3: Draw edge for the given schedule. Consider following cases
1. Ti executes write(Q) before Tj executes read(Q), then draw edge from Tito Tj. © fom - A

2. Ti executes read(Q) before Tj executes write(Q),
3. Ti executes write(Q) before Tj executes write(Q), , then draw edge from Tito T

then draw edge from TitoTj

Stepg . Now, if precedence graph is cydlic then it is a non conflict serializable schedule
and if Em vﬂmnmagnm mﬂmmur is NQ&O then itis noﬂwaﬂn mmﬂm%Nﬁuﬂm m%mgam.

T 7ECHNICAL PUBLICATIONS® - an up-thrust for knowtedge .
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E le 3. — We.zmaa‘ the following two transa

E:osv. Is this schedule o Q%..&.m.iamué.. ? Explain why or why not.

A , ‘ ctions
ctions and schedule Transa

T, Ty
Ly he step 4 whil .
g t the step 4 while readi .
: . W(A) step 5 Repea P ing from top'to bottom, Finally the precedence graph
S e NN A ! as follows :
R( u 45—— be b
W ; . i . o ecause of Ty W(A) T R(A) -
BN W) PR T o o, |
‘ y - - z A t, 4 | l/ U
et il - - v N | fT,:
Solution : I . mnm._:mm il A
. . o ) . , Fig. 3.5.1 : Precedence graph
Step 1: To check whether the schedule is conflict serializable or not we will check from step 6 : Check if any cycle exists in the graph. Cycle is a path using which we can start Vi
top to bottom. Thus we will start reading from top to bottom as ! from one node and reach to the same node. If the is cycle found then schedule is not [
T;:R(A) > T:W(A) >T;R(A) > T,R(B) ->T,:R(B)->T:W(B) : .

wnmu e mv J__ 1ch N a .. NN,—VHQ.

P Soaraeen R T R O S e A e T T T T e S TS
operations if all the following conditions hold true for them- - . A E Check whether following ,m%&&.m is conflict .JQ.Emasm or not. If it is wa.h, &
1)  Both the operations belong to different transactions. Fins lesignlag . wwmémwm.m&amwg? then find the serializability on der.
ii) Both the operations are on same data jtem. . . . . = T = :
iii) Atleast one of the two operations is a write operation - , m. \ ) . : _
From above given example i . _, 4 R(A) : |
ple in the top to bott : : ; f Bl “
T;W(A) >T,R(A). P om scanning we find the conflict;as W =% ,V. . |
i) Herenot & e s ﬁ : i ) R(B 53 [
L note that there are two differerit transactions T; and T, bt = ] _
ii) woma. work on same data item i.e. A and o f W(B) : o (5 . m
iii) One of the operation is write operation . W(A) il oy |
Step 3: We will build w < WA | 1,10 vsiisdesitilane & b qued
above given mnmsmMo : M %Mnmmmsnm graph by drawing one node from each transaction. I ,, ¥ ‘ . = R(A). | - 1 ; 2]
T : , e m,_nm two transactions, there will be two nodes namely Ti and M : Y e s : P ;
Ol C ——
_ i recedence graph for conflicting 2
504 . A | _ MH_. 1: We will read 'from top to bottom, Ewm UMMQ Mzw e o eoaly trarisatiion I, il
i B ] rlés. We will build a precedence graph by €t mEmnm will be two nodes namely T1 il
L .Go<m 8iven scenario as there are three transactions, ) _
) 1and T3 i3
S TECHNICAL PUBLICATIONS® : . .
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Step 2 : The conflicts are found as follows -

[ ]

" S
| R®)

| ®\ | @I\

\ [we < )

wa | / o

o

R(A) "

12 L

W(A)

Step 3 : The precedence graph will be as follows -

mnm._u 4 : As there is no cycle in the precedence graph, the given sequence is conflid
serializable. Hence we can convert this non serial schedule to serial schedule. For that

Step5: A serializability order of the transacti - i inding a linear
topological sorting,

Step 6 : Fi : .
ep 6 : Find the vertex which has no Incoming edge which is T1. If we delete T1 node

then T3 is a node that has no incomj
. Ing edge. If . no
incoming edge. & edge. If we delete T3, then T2 is a node that has

TECHNICAL pysg, @
. LICATIONS® . an up-thrust for knowledge

Transactions

pott e e ./ej

Check whether the below scheduiy is Conflict serializabla o7

B AW AN ey
FL\.@ n:b2and bl represents begin transaction 2 anq begin transaction 1. Similarly,
me_nﬂomn represents end transaction 1and end transaction 2.
el ot will rewrite the mnrmaim as follows -
we T T,
5,(X)
,(X)
| W
o . r(Y)
W)
W)

Step 1 : We will find conflicting operations. Two operations are called as conflicting
mumamo:m if all the following conditions hold true for them -

i) Both the operations belong to different transactions.

ii) Both the operations are on same data item.

iii) At least one of the two operations is a write operation.

The conflicting entries are as follows -

owledge
TECHNICAL PUBLICATIONS® - an up-thrust for kn )
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Step 2 Now we build a precedence
; P T, = (X). Ty’ Wy(X)

J

f

T, = Wy(X), T Wa(X)
" Fig. 352

As there are two transactions only two nodes are present in the graph.:

Step 3 : We get a graph with cycle, that means given schedule is =c.~ conflict mmmm_mumsa

v e

[ERETIEEFY Consider the three transactions T1, T2

waxs the equivalent serial schedule(S). -
| T1: R1(x) RI(z)WI(x);

T2: RARIy) WA W2y). S
- T3:R3(x);R3(y;Wa(y); -

S1: R1(x);R2(2);R1(2);R3(x):R3(y); W1, W3(y) R2(y, W2, W2 (y);
L S2RIRA R R RAP R, WL WA WS W2(Y);

Solution : Step 1: We will represent the schedule S1 as follow.

T and T3 and schedulés ST and &5
below. Determine whether each schedule is serializable or not 2'1f a schedule is serializable

&,
[}

T1 T2 T 2indd
R1(x)
R2(z) b
RI1(z) _
R3(x)
R3(y)
Wi(x)
T ‘W3(y)
R2(y)
W2(z)
W2(y) - L
TECHNICAL PUBLICATIONS® -

an up-thrust for knowledge

fe

Siven

; . B:wwn ML
ies. -
graph for conflicting entries. j

. We will find nosmmnzzm Operay;
: )

@ {1 the following condj: MS. Two Transactions '
manumosm ifa s ow ttions holq true .mE. Perations ra called as conflicting”
" i the operations belong to gigre, tran S

" Saot:
i) oth the operations are on same dataiten, actiong,
gw . o
_.wv ptleast o7 of the two operations j; Write op
jil Cration

o aflicting entries are as folloysg .
e .

Th
: R [ T
,/ -~
Rig) | —1T——
//.
L—TR3(x)
s ]
Wi1(x) N A ek
i Wagy) : BT
R2(y) | g
W2(2)
W2(y) ¥ {

step (b) : Now we <S= draw precedence graph as follows -

@—@
©

Fig. 3.5.3 : Precedence graph
As there is no cycle in the ,vnmnm%:nm graph, the given sequence is conflict
serializable. Hence we can convert this non serial schedule to serial schedule. For that
purpose we will follow these steps to find the serializable order.

Sep(c): A serializability order of the transactions can be obtained by m:&:m a linear
order consistent with the partial order of the precedence graph. This process is Anmzmm
”owo_.cwmnw_ sorting. ;

. hich is T3. If we delete T3, then T1

Step (d) : Find the vertex which has no incoming edge W :
, vertex having no outgoing edge

;. ﬁm edge that has no incoming edge- Finally find the
Which s T2, Hence the order will be T3- T1-T2.

C
TECHNICAL PUBLICA TIONS® - an up-thrust for knowledg
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raph for conflicting entries

ecedence m
Step 2: ZOE we build a pr = 0. Ty w,(X)

= W, (X), T, Wa(X)

Fig. 3.5.2

As there are two transactions only

% Consider the three
below. Determine whether each schedule i
&e%: the equivalent serial schedule(S).

| T1: R1(x) R1(z);WI(x);
[\ T2: R2(x):R2(y);W2(2); W2(y)

| 52: R1GR2RIRIRAGRIGYWIC W2 W W2(y);

Solution : Step 1: We will represent the schedule S1 as follows

N T1 ‘ T2 ‘ T3 \
\ R1(x) \ \ *
e
[ =N
o By |
FSE \ 4

| W) |

| T3:R3(x)R3(); W)
! S1: RI(x):R2(2):R1):RIR3(y) W1, W3(y); E@ W2(2); sm@\ .

two nodes are present in the graph.
means .m:‘m: schedule is bow conflict serj m:NmEm

S T e

Step 3 : We get a graph with cycle, that
:§§§G ﬁs NN 5& qw and schedules S1 Ei S24 %EQ
is serializable or not 2 If a schedule is mS.EFSEm Szm

A b i e e S T |

e

T
T

S0 Ml

.

RARVS 1

TECHNICAL PUBLICATIONS®. a up-thrust for knowledge
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Transactions

EQS:E: Systems
1 conflictin
. We will finc ottt
wo , i
¢ if all the following conditions hol try, for M:vm_.u:o:m are called as conflicting
em -

mnn—u
x.:_:c: tions bel
of poth the opera ong to n_.nm.:.n.: transactions,
__vv ot the operations are on same data item.,
j
..c.ﬁ Jeast one of the two operations ig a write operation
i . no:m:nz:m entries are as follows -
A._..n ) e
T1 T2 T
RIx) |
G . S
| R2(z) =
R1(z)
A\
/ L ——1 mwAXV
3 \\ WUA<V
W1(x)
—
M W3(y)
3 I R2(y)
W2(z)
w2(y/
step (b) : Now we will draw precedence graph as follows -

Fig. 3.5.3: _u_.momnm:om graph

As there is no n%n_m in the ﬁnmnmmm:nm graph, the given sequence is conflict

serializable. Hence we can convert this non serial schedule to serial schedule. For that

purpose we will follow these steps to find the serializable order.
Step (c) : A serializability order of the transactions can be oszmm by mbmSm a linear

order consistent with the partial oamn of the precedence mamvr This process is nmbm&

_owo_o%n& sorting.

Step (d) : Find the vertex which has no incoming mmmm which is T3. If we delete T3, then T1
is the edge that has no incoming edge. Finally find the vertex rmem no outgoing mmmm

Which is T2, Hence Em order will be T3- T1-T2..
TECHNICAL EEEOL.ZOZm@ - an up-thrust for knowledge
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The conflicting entries are as follows -
T T2
read (A)
write (A) d\
T read (A)
write Qc\
read (B)
2 write (B)
~Lread® /
write (8)”

Step 2 : Now we will build precedence graph as follows -

®—©@

Step 3 : d._mam is no Q.n_m in the precedence graph. That means this schedule is conflict
serializable. Hence we can convert this non serial schedule to serial mnvmmE,m./onEﬁ
purpose we will follow the following steps to find the serializable order. ;

1) Find the vertex which has no incoming edge which is T1.
2) Then find the vertex having no outgoing edge which is T2. Hb between them Emam is

no other transaction.
3) Hence the order will be T1-T2.

EXE®] view Serializability
e If a given schedule is found to be view equivalent to some serial schedule, then it is
called as a view serializable mn?m&&m ~—
o View Equivalent Schedule : nobmama two schedules S1 and S: consisting of
transactions T1 and T2 respectively, then schedules S1 and'S; are said to be view
equivalent schedule if it satisfies following three 8:&:%"'
- o If transaction T, reads a data item A from the database initially in schedule 5

then in schedule S also, T must perform the initial read of the.data item X from

s Rt Lo g

the database. This is same for all the data items. In other words - the initial reads
must be same for all data items.
o If data item A has been updated at Jast by transaction T in schedule S,

. il St shate
schedule m».&mo\ the data item A B:mlfcm:wnmnmmm:mmﬁ cv;nm:mmnmo: .H._ .

then in

TECHNICAL PUB, ® =
LICATIONS®. 5, Up-thrust for knowledge

Systems
o Managomont Sy 3-19
pe Transactions

ssaction Ti reads a datg ;
o If trat g aitem that hag be
gchedule 5, then in schedule S, also, transactj
. i
at has been updated by :m:mmn:oz T In ot

?R
®N Updated by the transaction T in

on ._, must read the same data :mB
her Soam the Write-Read sequence

View serializability

Every view serializable schedule is not

th
must be same.

Conflict mm:m:NmE:Q

Every conflict serializable j5 view

serializable.

T A ey

It is easy to test conflict mm:.mzwmv::w. Itis complex to test vi
0 test view

\.|[ serializability.

Necessarily conflict serializable.

ste

sept: I the sched mn&_mm_u_m then it is

%ai form of view seralizabity

step2: Ifitis not conflict serializable mnrm&:m Em: check whether there exist any blind
write operation. %m operation is a write operation without reading a value. If
there does not exist any blind write then that Bmmﬁgm’mﬂﬂbSmi
serializable. In other Soam if a blind write exists then that means schedule may or Bm%

foFbe view conflict.

mau 3: mSQ Em view e E<&m:nm mnrmmEm

3

E Qﬁm&mw ma \.&585% m%&&& \3 QR%:% \ mx.mm are eaé %:&gsm or
EWM.m, o

“

|

RA)
e we)
|

!

| R[S Zooyi i g

{ 3 s

WGP RN S

| L el .
o_E_o: g _v ,:5 _Eu& read ovmnmag is wmamoanm 5 ﬁ on mmﬁm item > or c% H on &mﬁm
ill choose T, at the beginning. -
g

:m
/5)0. Hence we s:: we will begin with T, or T, We w

TECHNICAL PUBLICA EOZMQ -‘an up-thrust for knowledge
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5‘.35 final write is perft on the same data item B. Io:n/o T, will pe aty, =
— i o Tyt ] -
_m& osition. T = b / R(A) - —
t is read by T,. Hence T, shoulq ]
f\\&mrwh is a,ﬂﬂmbbr&;%\rll} — WPpey, — |
before T,.... it T —R® |
{1\ .
Thus we get the order of schedule of view serl .mszc;_J‘ &m T,- ,._H. - ,Hu #3/23/
% Consider following two transactions : ey & B IfB=0 then
. : read(A) “ then | A=A
| " read(B) | _, [ BB | w
j H /
M b ~if A=0 then mrwt. : i m W(B)
{ write(B) . . : i alizable . |
X T, + read(B);. . i This is a non-serializable schedule.
o ) e “_ @ 7 There 15100 concurrent execution resulting in a serializable schedule.
_ ;.E§>rm+N A e . S S
i n“g ite(A) i N M_ 5.8 Test mwﬁmwﬁg@ of the .\.%Ss:wmnw&im . SRR T
ot - 1
Let consistency R.&ERSN:N be A=V, mue §$ \»uwlo the 55& e&:mm : e i

loing QR% Es :s:%ng.am E.mm&d& $ , T m@m‘m@ ,Smwomwm@wwﬁ@ (_MWA@ M%@&»@fb&.ﬁﬁé
A, £ ol 1, ()51, (); W, (X, (x); W () o

& : 1) Show that every serial execution 1190
; solution : 1)

L. .consistencyof the Database ? e G
B ., 2).. Show a concurrent namn.ﬁsn T, 5& H msn S&:Rm anon mm:amm&u i i
R e Q P ’ Z le. The r, represents _&M read operation of transaction T,, w, represents the write operation
3 . )ty - . .H. ) : .
Voias .& Is therea 8§§§~ GREE: a\ T, E& H S& ug&amm a mw:&ﬁhwk oo fJReaction. 2B s ilenge iom. givan cemens Ml Biduleionythice
; e L e A e ‘ transactions can be represented as follows :
mo_cuos d "There are go vo%_v_m mmeEo:m H .V,H or H .VH P £ = e i 2 T T, T
1 2 3
Consider case T,->T, then 0 . . (%)
[ a B 0\ | . 1
0 0 ) N .
. ) L 1 2 y . w,(x)
0 7 v
i 1 o LO b4 ﬂnaxv
: 0 1 N .
] . w,(x)
AvB =A OR B=FvT=T. This means consistency is met. st
ep1: We will use the precedence graph method to check the mmdmrnmgrnw As there are

Consider case T,>T, then

A B ?8 :mnmmncosm\m:mm:ommmmnmQmmﬁmamoammnrqm:mmn:on
- @ ®
T ®

AvB =A OR B=FvT=T. This means consistency is met. ' H

“.m U m m = ZOQQM
NMQ\*\&Q&F thtggNOZM ~an up-thrust for kn i@& .
: H s
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ve read 1, (x) and rocv

Step 2 : We will read from top to bottom. Initially ¥ N g,

3 fore & i
re all the transactions work on same dap, ; g

bottorn in search of write operation. He :
] pe as w,(x). Hence the dependency is from 7

x. Now we get a write operation in T,

Therefore we draw edge from T, to T, B
: ~re will be edge fi T, .

Similarly, for r,(x) we get w,(x) pair. Hence there will be edge from T, to T, Oo:::E:m

in this fashion we get the precedence graph as

Fig. 3.5.6 : Precedence Graph

Step 3 : As cydle exists in the above precedence graph, we conclude that jt g Y
serializable.

ii) (T, ()W, (), (7w, (X) )

From the given sequence the schedule can be represented as follows :

T, T, T,
()
1,(x)
wy(x)
5,(x)
w,(x)

~ Step'1: Read the schedule from top to bottom for pair of operations. For r,(x) we get wi(x)
pair. Hence edge exists from T, to T, in precedence graph. d :
There is a pair from r,(x) : w,(x). Hence edge exists from T, to T,

There is a pair from 1,(x) : w,(x). Hence edge exists from T,to T,.

There is a pair from w,(x): r,(x). Hence edge exists from T,to T
"

TECHNICAL PUBLICATIONS® - an up.thrust for kmome %o
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g: The precedence graph will then e as follow
4 S -

(8)

Transactions

Fig.3.5.7: Precedence graph

qup3: Asthereisno e Gm above graph, the given schedule is serializable.

supstep 1 : Find the node having no incoming edge. We obtain T, is such a node. Hence
isat the beginning of the serializability Sequence. Now delete T, The Graph will be

Sub-Step 2 : Repeat sub-Step 1, We obtain T, and T, nodes as a mmpcmbnm..

Thus we obtain the sequence of ..Qm:mwnmosm as T,, T, and T,. Hence the serializability
order is .
1055 (X); W (X):, (X)W (X)

SEWICEXXY Consider the following scheduiles. The actions are listed in the order they are
schedilled, and prefixed with the transaction name. ;
SIATL:R®X), . T2 :R(X), TL: W(Y), T2:W()
S2:03: W(X), T1:R(X), TI:W(Y), T2:R()
m.s...gn: of the mn.:m&imu. answer the following questions : : s
) What is the precedence graph for the schedule ? : ,

WE vém a%m&zm conflict-serializable ? If so, what are n:Smno.%ﬁm%:{&minm:.&
Schedules 7 . AR A

TI:R(), ‘T2:RE) - s TS
T2:WZ) T3:R@

5 ._

)15 the schedule view-serializable ? If so, what are all the view equivalent serial schedules 2. d
= > ' AU : May-15, Marks 2 + 7 + 7
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perations Two 0f
for them -

Solution : I) We will find conflicting ©
operations if all the following conditions hold true
s 6f, ions.

e Both the operations belong to different transactio

¢ Both the operations are on same data item.
. s Late ation
e At least one of the two operations 18 aW rite operatio . ]
. : ottom scanning we find t
For S1: From above given example in the top to bottc 8 he confli

as
o T1:W(Y), T2: W) and
o T2:WQ), T1:RQOY)

Hence we will build the precedence graph. Draw . . )
in above given scenario, the conflict occurs while Moving from

from T, to T,. Similarly for second conflict, there

the edge between confligtip

transactions. For example
T,:W(Y) to T:-W(Y). Hence edge must be

will be the edge from T2 to T1
@

Fig. 3.5.8 : Precedence graph for S1

For S2: The conflicts are
o T3:W(X), T1:R(X)
o T2:W(Z) T3:R(Z)
Hence the precedence graph is as follows -

& ® O

Fig. 3.5.9 : Precedence graph for S2

(ii) . : )

o Slis not conflict-serializable since the dependency graph has a cycle.

o S2is conflict-serializable as the dependency graph is acylic. The order T2-T3-T1
is the only equivalent serial order.

(iii)

o Sl is not view serializable,

o S2 is trivially view-serializable as it is conflict serializable. The only serial order
allowed is

T2-T3-T1.

TECHNICAL PUBLICATIONS® -  up thrust for knowledge
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xt_::%-

i &u&i

4
{ l’#ﬂ
. g A= RSO TSN | S .
| write()  ~
{ temp: = A*0,1
Y - Ai= A - temp
write (A)
. read (B)
2l B:=B+50
X ! write (B) : i
¥ Sag Ly I read (B) ; {
=B +temp ot
! s A USRIt LS s - | ‘write(B) ; A
v‘\*¢‘b!i e i i i s . . i el e
Solution :

sepd : We will first find if the given schedule is conflict serializable or not. For that
se, we will find the conflicting operations. These are as shown below -

wEﬁOm@
T T2
' read (A)
£ A:=A-50
write (A)
Rty ' o read (A)
temp : =A*0.1
A:=A-temp .
write (A)
) cila i | read (B) :
B:=B+50
write (B)
=1 read (B)
| B:=B+temp
write (B)

The precedence graph is as follows -

Fig. 3.5.10: Precedence graph

As there exists no cycle, the schedule is conflict serializable. The possible mmlm:.NmE:Q .

oder can b T1-T2

f dge
TECHNICAL PUBLICA ,:02m® -an :u..SEﬂ for knowledg
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Now we check it for view serializability. As we get the serializability order a1,

we will find the view equivalence with the given schedule as serializable schedu]e, ,
roblem statement. Let the serial;,
%a

Let S be the given schedule as given in the p N b
schedule is S’=(T1,T2). These two schedules are represented as follows :
n T2 N
T1 T2
d (A read (A) T
M.m = M .Vmo A:=A-50
ite (A write (A) -
e read (B) T
read (A)
temp: = A*0-1 B:=B+50
A:=A -temp
: write (A) write (B)
read (B) read (A)
i temp: = A*0.1
Ai-A-temp |
read (B) read (B)
B: =B + temp munw+§v v
it _ wite® |
Schedule S Schedule S’

Now we will check the equivalence between them using following conditions -
(1) Initial Read
In schedule S initial read on A s in transaction T1. Similarly initial read on B is in
transaction T1. ,
Similarly in schedule S', initial read on A s in transaction T1. Similarly initial read
on B is in transaction T1. .
(2) Final Write
In schedule S final write on A is in n‘mbmmnmob.qw. Similarly final write on B is in
transaction T2.
In schedule S’ final write on A is in transaction T2. mmu.Em:v\ final write on B is in
transaction T2 :

TECHNICAL PUBUCATIONS® - an up thrust for

f Sysliems
:mmmim: Yy 3

L 227
\!Q ::um::m Read Transactions
E-:E hedule S for find
’ e r fin m: .
nsider s¢ 8 intermeg;
co H T Hé Operation,
T.
read (A) ./N.
A:=A-50
PTTI 7 §  me———
read (a)
ﬁmsb 2 “>'n:/.
\)E/
F Intermediate Read
read (B) obtained only after
B:=B+50 4a§§<§6
" -
read (B) ]
B:=B+temp
write (B)

gimilarly consider schedule S for finding intermediate read operation.

T1 I
read (A)
A:=A-50
write (A)
read (B)
B:=B+50 ~.
write (B) 7 / -
read (A) — s
. _| temp:=A"01 " mﬁua
—_— cbtaned ondy ater T1
A:= A-temp W

~ wiite (A)
e —

B:=B+temp

write (B)

Inboth the schedules S and S’, the intermediate read operation is performed by T2
ly after T1 performs write operation.

:Eu all the above three conditions
Stializabe.

‘get satisfied. Hence given schedule is view

~l - po -
i ict serializabili piew serializability:

555 Q:\#Q " e i AU : May-18, Marks 6. Dec.-15. Marks 8

AU : May-19, Marks 13

N . . e N o,
Discuss i detail about the testing of serializability.

/

20 wp-thrust for knowieoge
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E ction Suppo
The COMMIT, RQLLBAGK, and SAVEIOWN
Transaction Commands
(1) COMMIT : The COMMIT command is used t
O —
database.

W we perform, Read or Write ope
be undone by rollback operations. To ma

make use of commit

VEPOINT are collectively considereq

ag

o save permanently any :.o:m.,.n:o: |
e 0
I
rations to the database then those changeg can
ke these changes permanent, we g, oulq

LLBACK command is used to undo transactions.that have

(2) ROLLBACK::

Fig. 3.6.1 : Student Table

Following command will delete the record from the database, but if we Sﬁbm&mnm@
performs ROLLBACK, then this deletion is undone.
For instance - . ; Cy
DELETE FROM Student ,
S\.mmwm RollINo =2;
ROLLBACK;
Then the resultant table will be-
h "RollNo

Name
AAA :
BBB

cce

TECHNICAL PUBLI ®
. ICATIONS® . g up-thrust for knowledge

A

: . v 49
GPOINT : A SAVEPOINT |

Transactions

AV p Aln H 2 point :
k) m:c: pack to a n%.”d: Point wiip, out «o__.w:u transaction when you can roll the
_a__mn_mO_ZH can be created as 8 back the entire transaction. The
m\zm“a_d_za savepoint_name;
sA e can ROLLBACK to SAVEpQyT -
Ther! K TO savepoint_name.
‘for mxmaﬁjm =Gonsicer mEEa:oim -
RoliNo [ o]
]
. » T
' _ —_— BBB
3 e
R
/.
4 | oop
e
. [ 5 - | EEE

. Fig. 3.6.2: Student Table
Consider Following commands
5QlL> SAVEPOINT §1
soL>DELETE FROM Student
Where RolINo=2;
501> SAVEPOINT 52
*SQL>DELETE FROM Student
"Where RolINo=3;
SOL> SAVEPOINT S3

- SQL>DELETE FROM Student

Where RollNo=4
'SQL>SAVEPOINT 84
SQL>DELETE FROM Student
Where RolINo=5 :
SQL>ROLLBACK TO S3;

Then the resultant table will be

RolINo Name
1  AAA
2 BBB

et K

3
RolINo 2, and RolINo3 is undone.

Th L
Us the effect of deleting the record having

ECHNICAL PUBLICATIONS® - an up-thrustfor knowledge
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Database Management Systems 3-30 — ’E .\ca g rransaction T1, the salary jg incre, Transoctions
7 ng Y* Mented b
“ v i Y200
. ncy Control )P saction T2, the salary iq ;
Part 1l : Concurrency o ing tran y is Incrementeq |,
E pu Y X500
/
EX4 Concurrency Control e g Ty uj.{
. jon is isolation. .//
¢ One of the fundamental properties of a transaction is isofatior This update Read —
X — | N
e When severg] transactions execute concurrently in the database, howevye th is lost<_ _ — | Salay=t1000
S ———lhe S~ Read —
7 ~dI =
isolation property may no longer be present ed. e et ———0n | Salary=21000
X = i me-tim is i e Salary =
{_A database can have [3 msctiopsunning-2t-the-sa e This is Calleq Time _zn_q ement alary*3.1200
= : salary by
nonnﬁ.—.ﬁ_nwwv 1 the int . % 200
\\ e To preserve the isolation property, the system must contro N e Q.Mn:o: Among
A S : jeved through one of a vap
3y the concurrent transactions; this control is achiev g ety of WM. T | _ - Update Salary =2 1500
‘w “ mechanisms called concurrency control schemes. PP IR B _30_63&.. A
; . . . i salaryby. 2| * |
e Definition of concurrency control : A mechanism which ensures that mgc_nm:mocm update vm_ ; 2 u.wo Y- d ‘
successful : y A

execution of more than one transactions does not lead to any Qmﬁmdmmm
. inconsistendies is called concurrency control mechanism.
e The concurrency control can be achieved with the help of various protocols such ag
- lock based protocol, Deadlock handling, Multiple Granularity, Timestamp bageq
protocol, and validation based protocols. : .

Review Question

1. What is concurrency control ? How it is implemented in. DBMS ? Briefly elaborate diagrams
' and examples. AU : May-19, Marks 15

EX] Need for Concurrency . AU : May-17,19, Marks 15
Qo:o«ibm are the purposes of concurrency control - .
o To ensure isolation ’
o To resolve read-write or write-write conflicts
o To preserve consistency of &-ﬁvmmmU :
e Concurrent execution of transactions over shared database creates several data
integrity and consistency problems - these are _
(1) Lost update problem : This proble
same database it

ansactions that access the
ir operations _Fﬁmammi& in a way that makes the

value of some database item incorre

For mxmBEm — Consider following transactions
(1) Salary of Employee is read during transaction T1.
(2) Salary of Employee is read by another transaction T2,

TECHNICAL PUBLICATIONS® - an yp-thrust for knowledge

oL ..nmmc: of the above sequence is that the update made by transaction T1 is
aplet m_w. lost. Therefor this problem is called as lost update problem.
@ .
() Dirty read or Uncommited read problem : The dirty read is a situation in which
ansaction_reads the data immediately after the write operation of previous

one I - S e Skt o) S
G
.., T,
R(A)
A=A+50 J =
N (R
. A=A-20 A
W(A)
Commit.
‘| Commit )
For example — Consider following transactions -
Assume initially salary is =% 1000
an up-thrust for knowledge by
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Ny
T Ta

Time Salary = 1000
Update Salary =¥ 1200

t Salary = Salary +200
| Read |3 Salary =¥ 1200

% (R ¥
O‘ -

a t5 Rollback Salary =X 1000

(1) At the time t1, the transaction T2 updates the salary to %1200

(2) This salary is read at time t2 by transaction T1. Obviously it is T 1200

(3) But at the time t3, the transaction T2 performs Rollback by undoing the nrm:,mmm
made by T1 and T2 at time t1 and t2.

(4) Thus the salary again becomes = ¥ 1000. This situation leads to Dirty Reaq 3
Uncommited Read because here the read made at time nmﬁsgmmmm»o_% after
update of another transaction) becomes a dirty read. ; :

(B)N ob..nmﬁmmnmgm read problem . )

This problem is also known as inconsistent analysis problem. This vnoEmmwmnn:a
when a particular transaction sees two different values for the same row within its

lifetime. For example —

Ty T2
Time 1| Read Salary =% 1000
t Update salary from =
2 71000102 1200 | -S2a =¥ 1200
t3 Commit
t4] Read Salary =% 1200

(1) At time t,, the transaction T, reads the salary as ¥ 1000

(2) At time t, the transaction T, reads the same salary as ¥ 1000 and updates it to 31200
(3) Then at time t;, the transaction T, gets committed.

(4) Now when the transaction T, reads the same salary at time t,, it gets different value

than what it had read at time t,. Now, transaction T, cannot repeat, its reading

operation. Thus inconsistent values are obtained

Hence the name of this problem is non-repeatable read or inconsistent analysis
problem.

TECHNICAL PUBLICATIONS® - an up-thrust for knowledge

mm-w. 13 RNZNQQ::\.: - 3- 33
g %aum :uﬁ»oa read problem Transactions
¢
¢ The phantom read problem is 3 SPedial case of
) n
his 15 problem in which one of th, tran On repeatable read problem
actio
gtem and due to these changes another ¢r, T Makes the changes in the database
&\E&a it has read just recently. Fo, €Xample ansaction can not read the data item
W -
T, A
t
Time ! Read )
t, Rea Salary =% 1000
al '
k t;| Delete salary Salary =% 1000
No sal
K Read =Y

"Can not find salary”

) Attime t1, the transaction Ti reads the value of salary as T 1000

2
3
)

—_—
—_ =

Attime t2 the transaction T: reads the value of the same salary as X 1000
At time b, the transaction T: deletes the variable salary

—_— =

Now at time ts, when T2 mmmm.b wmmmm the salary it gets error. Now transaction Tz can
not identify the reason why it is not getting the salary value which is read just few
time back.

This problem occurs due to changes in the database and is called phantom read

= >

_uaw—m.a.

1. Discuss the violations caused by each of the following: dirty read, non repeatable read and
phantoms with suitable example. AU : May-17, Marks 13

2. What is concurrency control ? How it is implemented in DBMS ? Briefly elaborate diagrams
AU : May-19, Marks 15

and examples.

EE] Locking Protocols AU : Dec-15,17, May-16, Marks 16

EEX] Why Do We Need Locks ?
¢ One of the method to ensure the isolation property in transactions is to require that
data items be accessed in a mutually exclusive manner.: That means, while one
transaction is accessing a data item, no other transaction can modify that data item.
* The most common method used to implement this requirement is to allow a
transaction to mnnmmm.m data item only if it is currently holding a lock on that item.

* Thus the lock on the operation is required to ensure the isolation of transaction.

TECHNICAL PUBLICATIONS® - an up-thrust for knowledge
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EX¥] simple Lock Based Protocol .
ock based protocol is’a mechanism in which there ;
is

e Concept of Protocol : The 1 !
, tem for current transaction.

exclusive use of locks on the data i

e Types of Locks : There are two types of locks
Lock

used -

Shared Lock
m!."_cm?m Lock

Fig. 3.9.1 : Types of locks

i) Shared Lock : The shared lock is used for reading data items only. It is denoteq by
Lock-S. This is also called as read lock. y

ii) Exclusive Lock : The exclusive lock is used for both read and write operations. [t js
denoted as Lock-X. This is also called as write lock. :

o The compatibility matrix is used while working on set of locks.. The concurrency
control manager checks the compatibility matrix before granting the lock. If the two

" modes of transactions are compatible to each other then only the lock: will e

granted.

e In a set of locks may consists of shared or exclusive locks.. Following matrix
- represents the compatibility between modes of locks.

s X
s |t |F
i X |F |F

; Fig. 392 : Compatibility matrix for locks
Here T stands for True and F stands for False. If the control manager get the
compatibility mode as True then it grant the lock otherwise the lock will be denied.
o For example : If the transaction T, is holding a shared lock in data item A, then the
control manager can grant the shared lock to transaction T, as compatibility is TF*
But it cannot grant the exclusive lock as the compatibility is false. In simple wordsif

me»ﬂmnao: H_ 15 reading a data item A thep same data jtem A can be read b
15d o q 1 .
another transaction T, but cannot pe written by another transaction

Similarly if an exclusive lock (i.e. lock for reaq and write operations) is hold on the

data item in some transacti
tion then no other transaction can acquire Shared

ECHNI . -
T ICAL chEOL._ TON, an up. aa.ha
HNI S ® -l for ‘SOS_‘QQQO

jhat data

Hence the rule of thumb is

Transactions

) Any number of :,mnmmnmo:m.nm: hold shareq lock on an jte
i . m.
;) But exclusive lock can be hold by only one transaction

grample of a schedule denoting shared and exc
schedule in which initially A=100. We deduct 50

the data item A in transaction T,. The scenario

lusive locks : Consider following

can be represented with the help of

Jocks and concurrency control manager as follows :

Exclusive Lock

A

Shared Lock

from A in T, transaction and Read -

T g T, Concurrency control manager
Lock-X(A)
Grant X(A,T1) because in T1 there is
write operation.
R(A)
A=A-50
W(A) : -
’ Unlock(A)
(B Lock-S(A)
_. Grant S(A,T2) because in T2 there is
J . Read operation
—  |ra)
Unlock(A)
B

TECHNICAL PUBLICATI
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XTI Two Phase Locking

o The two phase locking is a protocol
i) Growing phase (Locking phase)

b

in which there are two phases :
. It is a phase in which the transactiop, may

obtain locks but does not release any lock.

ii) Shrinking phase (Unlocking phase :
may release the locks but does not obtain any new lock.

e Lock Point : The last lock position or first unlock position is called lock pojp, For

example

Lock(A)
Lock(B)
Lock(C)

Unlock(A)
Unlock(B)
Unlock(C)

For example —

) It is a phase in which the transact;

AU : May-14,18, Dec.-1 —.;Lo. Mar, 5
s

ﬂaaumoeoau

On

Lock point
Locks
get Locks are
acquired released
(Growing (Shrinking
phase) phase)
Lock Point
Transaction L r\._.qm:mmg.g
begins ends

Consider following transactions

.E. T2
Lock-X(A) Lock-S(B)
Read(A) Read(B) .
A=AS0 Unlock-S(B)
Write(A) )
Lock-X(B)
Unlock-X(A)
B=B+100 Lock-S(A)
[Wee® R
: e —

TECHNICAL PUBLICATIONS® . 5 up-thrust for knowledge

AN

Transactions -

4 and then the lock is released. Again the lock is acquire by dat

*en A is read and the lock is then reloased. Thus we get lock-unlock-lo
F

pred

. S ck-unlock
Clearly this is not possible in two phase locking,

Prove that two phase locking guarantees serializzbility T I

N 1
o 1 |
- i e R sl el L L

i
i et Ll A

AU : Dec.-11, Marks 8

w.%mm:n

o Serializability is mainly an issue of handling write operation. Because any
inconsistency may only be created by write operation.

o Multiple reads on a database item can happen parallely.

o 2-Phase locking protocol restricts this unwanted read/write by applying
exclusive lock. P .

o Moreover; when there is an exclusive lock on an item it will only be released in
shrinking phase. Due to this restriction Ema,mm no chance of .mm&:m any
inconsistent state. ..

The serializability using two phase locking can be understood iE.Em help of

folowing example

Consider two transactions
T, T,
"R(A)
R(A)
Ew,v
W(B)
Yep . Now we will apply two phase Jocking. That means we will apply locks in
Wg .
""gand shrinking phase
TECHNICAL UBLICATIONS® - an up-thnst or inawledye
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Lock-S(A)
R(A)

Lock-S(A)

R(A)
Lock-X(B)
R(B)
W(B)
Unlock-X(B)

Unlock-S(A)

Z&m that above schedule is serializable as it ?m<m.:nm Fﬁm\nm\mnmanm.cmgmm?go
transactions. ‘ ) .
. The mmammumvc,mq order can be obtained based on the lock point. The lock point is
either last lock operation position or first unlock position in the transaction. .
The last lock position is in T,, then it is in T,. Hence the serializability will be T>T,
based on lock mow#m. ~ Heénce The m_mmw_mu.mcm.:@

sequence can be
R1(A);R2(A);R1(B);W1(B) .

Limitations of Two Phase Locking v_.oano_

- The two phase locking protocol leads to two problems - deadlock and cascading
roll back. .

(1) Deadlock : The deadlock problem can not be .m.o~<mn by two phase locking:
Deadlock is a situation in which when two Or more transactions have got a lock and
waiting for another locks currently held by one of the other transactions

TECHNICAL PUBLICATIONS®. o, Up~thrust for knowledg
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%ac 456 g Transactions
le
NXNHH—MV
for \j
‘ - T2
Lock-X(A) ?
: _ s
Read(A) 7
)
A=A-50 BB
\.|/
| Write(A) i
Pl .I ~ j"l
P D ~
’ > \ /° BN
J/ Delayedwait \ |/ Depaeg o
h for T2 to —_ ) _~ for Tl to \
1 release Lock 1| release Lock ~_
N B e
\ on . " \ on A \\ ;
\ / ) ’
/IVlP\\ II’I\\

(@) Cascading Rollback : Cascading rollback is a situation in which
transaction failure leads to a series of transaction rollback. For example -

a single

T1 T2 T3
Read(A)
Read(B)
C=A+B
Write(C)
Read(C)
Write(C)
Read(C)

‘When T1 writes value of C then only T2 can read it. And when T2 writes EMM_Hm M C
then only transaction T3 can read it. But if the transaction T1 gets en

“Womatica]) sacti ,nd T3 gets failed.
Y transactions T2and T3 g . _
The simple two phase _onrm:.m does not solve the cascading rollback problem. To solve

. i isms can be
the Problem of cascadin g Rollback two types of two phase locking mechanism
Used,

up-thrust for knowledge
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R[KH Types of Two Phase Locking

(1) Strict two phase locking : The strict 2PL protocol is a basic two phase protoco] but g

the exclusive mode locks be held until the transaction commits. That means ip, other
words all the exclusive locks are unlocked only after the transaction u.m committed. That
also means that if T, has exclusive lock, then T, will release the exclusive lock only afte
commit operation, then only other transaction is allowed to read or write. For example .

Consider two transactions

T, T,
W(A)
R(A)
If we apply the locks then
T, T,
Lock-X(A) : Y s )
R - : : - 75
Commit
Unlock(A)
Lock-S(A)
R(A)
Unlock-S(A).

Thus only after commit operation in T,, we can unlock the exclusive lock. This ensures
the strict serializability. P e

Thus compared to basic two phase locking protocol, the advantage of strict 2PL
protocol is it ensures strict serializability.

(2) Rigorous two phase locking : This is stricter two phase locking protocol. Here all locks
are to be held until the transaction commits. The transactions can be seriealized in the

TECHNICAL PUBLICATIONS®

order in which _they commit.

example - Consider transactions

- an up-thrust for knowledge
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motu )
i.z ly the locks then Transactions
_m we uﬁ—u J
’ 1
T
ro&?mgv
.
R(A)
DE——
ro&A.xav
D
R(B)
———
W(B)
Commit
Unlock(A)
Unlock(B)
above transaction uses rigorous two phase locking mechanism
Thus the above transaction uses rigorous two phase locking mechanism, , . ; &t *%
gxample 3.10.2 ﬂc:mm&n.w the following two msamnnmoa.. , ' = M
Tlireadd) ‘ % it i e
fA=0 then B=B+1; i o R
ﬁ‘.ﬁ@ !
etgud®/ggead(d) s s BRI
RO e
Frie(d) : T P ST
Pt 1;.; j ) f o \u ey
w&wm lock and unlock instructions to transactions Tl and N.Nm.w .”.mmwﬁnw MWN eonwww.wm.:é s i
ocking protocol. the execution of these.transactions r ¢ ¢ .
R B ﬁ.w.:u}m NMNQ: 2 . AU : Dec.-16, Marks 6 Lm
SR L M PR i i e
Solution ;
S
T1 T2 :
, e
-S
. Lock-S(A) \\\W@&MP.\.
Read(A) [ Read® -
.I\rgu\v\\.\| Lock-X(A)
i | Lol
l%\mmwﬂ\\\\ Read(A)
a B . = ey
l|\nmﬁum.—ln.v|\\ CaonWA>v
Unlock(B L e
|\\\|\\\l|.\\

g:oz%@ - an up-thrust for knowledge
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This is lock-unlock instruction sequence help to catisfy the requirements for strjq two

phase locking for the given transactions.
k. Consider followi Ng pa tia]

The execution of these transactions result in deadlod

execution scenario which leads to deadlock.

n m 2
Lock-S(A) | LodeSB)
Read(A) " | Read(®)
Lock-X(B) Lock-X(A)

Now it will wait for T1 to

Now it will wait tor T2 to
release exclusive lock on B

release excdlusive loack on A

EXT¥] Lock Conversion ‘
Lock conversion is a mechanism in two phase locking mechanism - which allows

conversion of shared lock to exclusive lock or exclusive lock to shared lock.

Method of Conversion :
‘ First Phase :
} o can acquire a lock-S on item
: o can acquire a lock-X on item
o can convert a lock-S to a lock-X (upgrade)

Second Phase :
o can release a lock-S
o can release a lock-X
o can convert a lock-X to a lock-S (downgrade)
This protocol assures serializability. But still relies on the programmer to insert the

various locking instructions.
For example — Consider following two transactions -
T, T,
R(A) R(A)
R(B) R(B)
R(C)
T TS

TECHNICAL PUBLICATIONS® . an up-thrsy for knowledge
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E . lying lock _.Iltl/ﬁ.llt.f:/( M ___Transactions
¥ we start applying locks, then we myg;
Here i have to read as well as write on d ~. HE% g xclnlsil oo ate o A
o we It alaitem A, A
quset - Another tra does not
S ) Jlock on A until transaction T performs PARHEgTE 5=
ki ive lock only at the end wh Write operation on A. Since transaction
.::?.am exclus , when it performs write operation on A, it is better
(d initially lock A in shared mode and then | ’
en later change it to exclusive mode lock

u
e . ) :
performs write operation. In such situation, the lock conversion mechanism

it

whert !
pocomes useful
\Vhen we convert the shared mode lock to exclysive mode then it is called upgrading

Adwhen we convert mxnwcm:\m mode lock to shared mode then it is called downgrading.

Also note that :.mumwmn::m takes place only in growing phase and downgrading takes
e only in shrinking phase. Thus we can refine above transactions using lock
echanism as follows -

aversion m
T, T,
Lock-S(A)
R(A)
. Lock-S(A)
. R(A)
: v Lock-S(B)
R(B)
5 Lock-S(B)
R(B)
Unlock(A)
Unlock(B)
Lock-S(C)
R(C)
Upgrade(A)
W(A)
Unlock(B) ,

/

for knowledge
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Review Questions

ol with an example.

Eﬂgg

AU : May-14, Dec.-16, Mark, ¢
ensurcs <erializability.

1. What is concurrency conbrol ? Eapiai b pihaec facking ot

™

N e ',
Hlustrzte tree phase dackzeg profoco] e an caampic

Discuss elaborately the o phase kaokang protocol that

g

EXE] Timestamp Based Protocol
The time stamp ordering protocol is a scheme in which the order of transaction
decided in advance based on their timestamps. Thus the schedules are serialized

.

according to their imestamps.

o The timestamp-ordering protocol ensures that any conflicting read ‘and write
operations are executed in timestamp order.

e A larger timestamp indicates a more recent transaction or it is also called a5
younger transaction while lesser timestamp indicates older transaction.

o Assume 2 collection of data items that are accessed, with read and write operations,
by transactions.

e For each data item X the DBMS maintains the following values : ,

o RTS(X): The Timestamp on which object X was last read (by some transaction T,
, L.e., RTS(X)=TS(T))) [Note that: RTS stands for Read Time Stamp]

o WTS(X): The Timestamp on which object X was last written (by some
transaction T;, ie, WTS(X)=T5(T)) [Note that: WTS stands for Write Time
Stamp]

¢ For the following algorithms we use the following assumptions: - A data item X in
the database has a RTS(X) and WTS(X). These are actually the timestamps of read
and write operations performed on data item X at latest time.

* A transaction T attempts to perform some action (read or write) on data item X on
some timestamp and we call that timestamp as TS(T).

e By mﬂmwnmgv ordering algorithm we need to decide whether transaction T has to be
aborted or T can continue execution.

Basic Timestamp Ordering Algorithm

Case 1 (Read) : Transaction T issues a read(X) operation

i)  If TS(T) < WTS(X), then read(X) is rejected. T has to abort and be rejected.
if) - IFWTS(X) < TS(T), then execute read(X) of T and update RTS(X).

TECHNICAL PUBLICATIONS® - an up-thyust for knowledge
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:m%uw_&:v..-‘i. "y
! \...»95:& ; \_‘33.1..:..:_: r J»:»;.S iz.ix.cva::a: " 2
o3 rs(m) < RTS() or iETS(T) < Ws(x), 4
ﬂ,. i RTS(X) < TS(T) or WIS(X) < 15y
it «fqmﬁo

for Case 1 (Read operation)

nple
0 suppose we have two transactions T] and T2 with time

Transactions

e SR ———

N write is rejected

hen execyte write(X) of T and update

stamps 10 sec and 20 sec

R.%m.u?o_w. 3
10 Sec .B/mmn
T, i
R(X)
W(X)
R(X)

RTS(X) and WTS(X) is initially = 0

Then RTS(X)=10, when transaction T, executes

After that WTS(X) =20 when transaction T, executes

Now if Read operation R(X) occurs on transaction T, at TS(T;) = 10 then

TS(T;) i.e. 10 KWTS(X) i.e. 20, hence we have to reject second read operation on T; i.e.

10 Sec 20 Sec
; Ty T2
R(X)
W(X)
RIS
P et
This read operation
gets rejected as it
occurs atolder «

timestamp than the
write operation

i mcvv 0se we have two transactions Tl and T2 with timestamps 10 sec and 20 sec

Tespectively,

/

knowledge
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10 Sec T,

W(X)

RTS(X) and WTS(X) is initially =0

Then WTS(X) =10 as transaction T, executes.

Now if Read operation R(X) occurs on transaction T; at TS(T,) = 20 then .

Hmﬁ.wv ie. 20 SWTS(X) which is 10, hence we accept read owmamso: on T, The
transaction T, will perform read operation and now RTS willbe updated as

RTS(X)=20 -

Example for Case 2 (Write Operation)

(i) Suppose we have two transactions T; and T, with timestamps 10 sec and 20 e,

respectively.
10 Sec T, 20 Sec T,
R(X)
W(X)
W(X)

RTS(X) and WTS(X) is initially = 0

Then RTS(X)=10, when transaction T, executes

After that SE,.mco =20 when transaction T, executes

Now if Write operation W(X) occurs on transaction T, at Hmﬁd 10 then
TS(T,) i.e. 10 ASE,mAxv hence we have to reject second write operation on T; i.e.

10 Sec 20 Sec
T, T,
R(X)
W(X)
TWXK)T
This write operation
gets rejected as it
occurs at older
aSmmBB_u than the
write operation
at transaction T,
— .
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%ga __ose we have two transactions Ty and T, v Transacfions
(i) supP tively. 2 With timestamps 10 sec and 20 sec
WTS(X) is initially = 0

_a_._% WTS(X) =10 as transaction T, executes, =
Now if write operation W(X) occurs on transaction T, at TS(T,) = 20 then
1500 i€ 20 >WTS(X) which is 10, hence we accept write operation on T,. The

saction T, will perform write operation and now WTS will be updated as

WIS(X) = 20
Advantages and disadvantages of time stamp ordering i . . el
Advantages

(1), Schedules are serializable
() No waiting for transaction and hence there is no deadlock situation.

Disadvantages :
(1) Schedulesare not recoverable once transactions occur. ¢

() Same transaction may be continuously aborted or restarted.

.z_c_»_.<m_.m_o: Concurrency Control

¢ The DBMS. maintains ‘multiple _ug\m_n& versions om m5m~m logical object in ‘the

database.,

When a transaction es‘:mm to an object, the database creates a new version of that

ov_mn»
: S:m: a transaction reads an object, it reads the newest version that exists <.<rm= the
fransaction started . , :8
* Inthis tech ique, the writers don't block readers or readers don’t block writer. . s
* This scheme makes use of : , .2 _;.“ :
s

: Locking Timestamp protocol.
protocol and ii) Tim
" The multiversion is now used in almost. all database managem

Modern technique of concurrency control. . - M

ent system as a

t for knowledge
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EXE] validation and Snapshot Isolation

EXEX] Validation Based Protocol
o The optimistic concurrency control algorithm is basically a validation baseq
protocol.
o It works in three phases -
o Read mrmmm"
= In this phase, transaction T is read. !
= The values of various data items are read and stored in temporary <meEmm.
= All the operations are then performed on temporary variables withoyt
updating the actual database.
o Validation phase : w
= In this phase, the temporary variable value is validated m.m&bmﬁ Em actual
data in the database and it checked whether the transaction T follows
serializability or not.

-

o Write phase ;
= If the transaction T is validated then only the temporary results are written
~ to database, otherwise the system rolls back. ,
* Each phase has following different timestamps
o Stdrt (T): : y
= It contains the timestamp when T, starts the execution.
o Validation (T):
= It contains the timestamp when transaction Ti finishes the read phase and
starts its validation phase. :
o .Finish (T)) :
= It contains the timestamp when transaction T, finishes its write phase.
. SE& the ‘help of timestamp in validation phase,
transaction will commit or rollback. Hence
TS (T;) = validation (T;).

this protocol determines if the

- The serializability is determined at the validation Pprocess

it can’t be determined in
advance. :

e While executing the transactions, this protocol

gives greater degree of concurrency
when there are less number of conflicts,

That is because the serializability order is

TECHNICAL PUBL ®
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i tions
' _unm-mmn_mm& (validated and then execiiieq Transactio
_:o<m to be rolled back. ; ) and relatively less transactions will
ha

% snapshot Isolation

The snapshot isolation is a multi-versjon concurre
[

ncy control .mn*:.nmnm.
A}
€ach transaction is given its own
begins. It reads data from this private

made by other transactions.

action updates the data :
Jf the trans Prat : base, that update appears only in its own version,
not in the actual database itself.

In snapshot isolation, we can imagine that
Jersion, OF snapshot, of the database wher, j;
version and is thus isolated from the updates

2 o rmation about these updates is saved so that the updates can be applied to the
ureal” database if the transaction commits, .

» When a transaction T enters the partially committed state, it then proceeds to the
committed state only if no other concurrent transaction has modified data that T
intends to update. Transactions that, as a result, cannot commit abort instead.

. m:mwm,roﬂ isolation ensures that attempts to read data never need to wait.

B Multiple Granularity Locking
+In database management system there are data at various levels depending upon the
data sizes.
* For example : A database contains a table and a table contains rows and each row

contains some data value. Thus different levels of data can be database, tables,
records. .

This can be represented in the form of tree. For example. - . R

Fig. 3.14.1 : Multiple granularity .
transaction locks a node, in either
citly locks all the descendants

" Fach node can be locked individually. When  tran
Shareq or exclusive mode, the transaction also impli

“that node in the same lock mode.

: wiedge
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e For example - if transaction T, gets an explicit lock on t
usive mode on all the records belonging tq that

and r,.

able tbl in exclusive mog
a~

then it has an implicit lock in excl

** table. It does not need to lock the individual records ry .

A new mode of lock is introduced along with exclusive m:n shared locks. Thjg is

called intention mode lock. Thus In addition to S and X lock modes, there are thye,
additional Iock modes with multiple granularity :

o 'Intention-Shared (IS) : Explicit locking at a lower level of the tree but only vy,

shared locks.
o Intention-Exclusive (IX) : Explicit _Onﬁbm at a lower level with exclusive or

shared locks.
o Shared and Intention-Exclusive (SIX) : The sub-tree rooted by that node js
locked explicitly in shared mode and explicit locking is being done at a lower
level with exclusive mode locks. . .
e The compatibility matrix for these lock modes are described below :

IS X S SIX X

IS True True True True False

X True True False False False
False True False False

S True

SIX True False False False False

X False | False | False | -False False

e With help of intention lock modes on the transactions the multiple-granularity
locking protocol ensures serializability.

e The protocol follows following rules -
1) Transaction T; must follow the lock-compatibility matrix.

2) Transaction T; must lock the root of the tree first and it can lock it in any mode.
-3) Transaction T; nm:.~onw anode in S or IS mode only if T; currently has the parent of
the node locked in either IX or IS mode.
4) Transaction T; can lock a node in X, SIX, or IX mode only if T; currently has the
parent of the node locked in either IX or SIX mode. :
5) Transaction T; can lock a node only if T, has not previously unlocked any node. That
. means-T; is two phase, .
6). Transaction T; can unlock a node only if T, currently has none of the children of th
node locked. f ;

TECHNICAL PUBLJ ®
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im:mnmamz

1) 465 of multiple granularity protocoj
ta

pdve" t enhances concurrency.

1) jt ensures serializability.

2
) [t keeps track of what to lock and hoy to lock

190852

) f locki i
4) This type Of J0CXIng can be T_mnmnnanm:% Tepresented
kes it easy to decide whi ; ]
5 It makes 1t €asy e which data item to be locked and which data item need

tobe unlocked.

m.a_mo_mao: Levels - ;
. The consistency of the database is maintained with the help of jsolation

wnoﬁanAo:m of the property from  ACID Properties ) of transaction. :

. The transaction should take place in a system in such a way that it is the only

transaction that is accessing the resources in.a database system at particular

instance. : ) .
As we know, concurrent execution of transaction over shared database creates various

problems. Following are three commonly occurring anomalies

(1) Dirty read : This occurs when we read the uncommitted data. We should not read the
uncommitted data because it causes many errors in the database. I

mmn,mxmm:@_m.‘l. Let nmem are two transactions T1 and T2.
Step 1: Before T1 and T2 perform any operation Salary =1000 Rs.
Step 2: T2 Writes the salary as Salary =1200 Rs. :
Step3: T1 Reads gm&mﬁ@.ﬁrm m&m@ as 1200 Rs.

$tep4: T2 rolls back and now Salary =1000 and commits.

$tep 5 : Now if T1 reads the Salary then it will get the value as 1000 ,
That means the read operation at step 3 is a dirty read operation because T1 read the

d
abefore T2 commits the transaction ;
Mv Non repeatab) e read : This problem occurs when a particular transaction sees two
fferent values for the same row within its lifetime.

F .
orexample - Let, there are two transactions T1 and T2

Step 1. . 3 .
& { At time t1, the transaction T1 reads the Salary = 1000 Rs

. Y wledge
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Step 2 : At time t2 the transaction T2 reads the same salary = 1000 Rs and updateg it

1200 Rs.
Step 3 : Then at time t3, the transaction T2 gets committed.
Step 4 : Now when the transaction T1 reads the same salary at time t4, it gets &:mnma
value(as Rs.1200) than what it had read(Rs.1000) at time t1. Now, transaction T1 canngy
repeat its reading operation. :

Thus inconsistent values are obtained.

(3) Phantom read : It is a spedial case of non repeatable read. This is a problem in w; R
one of the transaction makes the changes in the database system and due to theg,
changes another transaction can not read the data item which it has reaq just

recently.
For example - Let, there are two transactions T1 and T2

Step 1: At time E\.nrm transaction T1 reads the value of Salary = 1000 Rs.
Step 2 : At time t2, the transaction T2 reads the value of the same salary as 1000 Rs. :
-Step 3 :'At time t3, the transaction T1 deletes the variable salary.

Step 4 : Now at time t4, when T2 again reads the salary it gets error. Now transaction T2
cannot identify the reason why it is not getting the salary value which is read just few

time back.
Hence isolation levels are defined so that any two transactions can execute

concurrently and integrity of data can be maintained.
o There are four levels of transaction isolation defined by SQL -
o Serializable :
= This is the Highest isolation level.

= Serializable execution is defined to be an execution of operations in which
concurrently executing transactions appears to be serially executing.

o Repeatable Read :
= This is the most restrictive isolation level.
= The transaction holds read locks on all rows it references.
= It holds write locks on all rows it inserts, updates, or deletes.

s Since other transaction cannot read, update or delete these rows, it avoids
non repeatable read.

TECHNICAL PUBLICATIONS® . o, up-thrust for knowledge
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d Commiitted : Transactions

=
o Red
This isolation level allows only 8:5._

Thus it does not allows g,
jmmediately after written by

itted data to pe read.
ty read (i.e. one tr

| another qmsmmnzonv
The transaction hold a read or wrj

prevent other rows from reading, yp
committed :
0 NQN& Un .
, Itislowest isolation level,

[ ]
- :
ansaction reading of data

te ._onx on the current row, and thus
am::m or am_mmsm it. .

, In this level, one transaction may read not
other transaction.
. This level allows dirty reads, °
[n this level transactions are not isolated from each other.
..Ho summerize, the above isolation levels - .
« SERIALIZABLE - dirty reads, non-repeatable reads and phantoms not allowed; all
schedules must be serializable : .
+ REPEATABLE READ - dirty reads, non-repeatable reads not allowed, but phantoms
allowed
¢« READ OOZDSH.H.HmU - dirty reads not allowed, but non-repeatable reads ‘and
phantoms allowed ‘
* READ-UNCOMMITTED - dirty reads, non-repeatable reads and phantoms allowed

AU : May-09, Dec.-14,15,16,19, Marks 16

B peadlock Handling
Deadlock is a specific concurrency problem in which two transactions depend on each

other for something,
for example - Consider that T, T,
fensaction T1 holds a lock on some rows
tzble A and ne : ‘ :
- eds to update some rows
Nnthe g table, mmBESbmo:m? transaction Hold Request Request Hold
Rholgs locks on some rows in the B table :
M“ Needs to update the rows in the A Table A Table B
h:ms by Transaction T1.

W, the main roblem arises. Now | ‘ . -
.5:38.0: Tlis Emwmb for T2 to release its lock and similarly, transaction T2 is %ﬁ:s:.m
?d tor i : ivit to a halt state and remain at a standstill. This
Sy elease its lock. All activities come .

ONis calleq deadlock in DBMS.
wiedge
, TECHNICAL PUBLICATIONS® -an up st for koo



= N”s:h.oﬂ

Database Management Systems -~ -

Definition : Deadlock can be formally defined as =~ A system s in deadlock State i

] . . . . nsaction in the set is waiy
there exists a set of transactions such that every tra Aling for
another transaction in the set. ©

There are four conditions for a deadlock to occur

A deadlock may occur if all the following conditions holds true.

1. Mutual exclusion condition : There must be at least one resource that cannot p,

used by more than one process at a time.
Hold and wait condition : A process that is holding a resource can request fo,
additional resources that are being held by other processes in the system.

3. No preemption condition : A resource cannot be forcibly taken from a Process,

Only the process can release a resource that is being held by it.

Circular wait condition : A condition where one process is waiting for a resource
that is being held by second process and second process is waiting for third proces;
....so on and the last process is waiting for the first process. Thus making a circular
chain of waiting. )

Deadlock can be handled using two techniques — .

1. Deadlock Prevention

2. Deadlock Detection and deadlock recovery

2.

1. Deadlock prevention : ) )
For large database, deadlock prevention method is suitable. A deadlock can be

prevented if the resources are allocated in such a way that deadlock never occur. The

DBMS analyzes the operations whether they can create deadlock situation or not, If they

do, that transaction is never allowed to be executed. .

There are two techniques used won deadlock prevention -

(i) Wait-Die : :

¢ In this scheme, if a transaction requests for a resource which is already held with a

conflicting lock by another transaction then the DBMS simply checks the timestamp

of both transactions. It allows the older transaction to wait until the resource is

available for execution. .

e . Suppose there are two transactions T; and T and let .H.mﬁg. is a mammnmﬂ_v of any

Q..mbmmnﬂdb T. If T2 holds a lock by some other transaction and T1 is n,m@:mmm:m for
resources held by T2 then the following actions are performed by DBMS :

TECHNICAL PUBLICATIONS® : an Up-thrust for knowledge

-5 e smtainion —__Tren
,/L\Qs/-»/

P

[

: M . .
2 check 1 TS <TSCE) - 1p g, 4oy "0
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Transactions

and T, has held some
m is available for execution.
de resource which is locked by
r S
transaction is allowed to wait for

SOUrce, then T is allowed ¢, wait

re until the

. n—m o
That means if the older transaction ta-ite

i is waitj
the younger transaction, thep, ihie-of ng for 3

resource until it is available,

, Check if TS(T) < TS(T) - If T, 5 g} tran
and if T, is waiting for it, then T, is Killeg
delay but with the same mBmmSEv.

Saction and has held some resource
and restarted |ater with the random

[et T1 is @ transaction which requests the data item acquired by Transaction T2.
similarly T3 1s 2 transaction which requests the data item acquired by transaction T2.
y TS=8
T,

Request

mmn:mw\

T, T,

TS=5 TS=10

mmnm.._,mﬁ, 1) i.e. Time stamp of T1 is less than TS(T3). In other words T1 is older than
T3.Hence T1 is made to wait while T3 is rolledback. .

() Wound = wait :
o In wound wait scheme, if the older transaction requests for a resource which is
held by the younger transaction, then older transaction forces younger one to
kill the transaction and release the resource. After some delay, the younger

transaction is restarted but with the same timestamp.

© If the older transaction has held a resource which is requested by the Younger
until older releases it.

memmnmon\ then the .%oﬁ:mmn transaction is asked to wait
.m%vowm T1 needs a resource held by T2 and T3 also needs the nmmoﬁnm.rmE by T2,
] TS(T1)-s, TS(T2)=8 and TS(T3)=10, then T1 being older waits and T3 ww.sm younger
awmm. After the some delay, the younger transaction is restarted but with the same
Ezmﬁmsv. Y,

/

. an up-thrust for knowledge
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This ultimately prevents a deadlock to occur.

To summarize
Wound-wait

Wait-Die

younger transaction dies

Older transaction needs a | older transaction waits

data item held by younger
transaction

Younger transaction needs-a Younger transaction dies Younger transaction dies,
data item held by older |

transaction

. Deadlock detection :
e In deadlock detection mechanism, an algorithm that examines the state of

system is invoked periodically to determine whether a deadlock has oecurreq 3

not. If deadlock is occurrence is detected, then the system must try to recover frop,

it. .

¢ Deadlock detection is done using wait for graph method.
Wait for graph
o In this method, a graph is created based on the transaction and their lock. If the
created graph has a cycle or closed loop, then there is a deadlock.
o The wait for the graph is maintained by the system for every transaction which
is waiting for some data held by the others. The system keeps checking the
graph if there is any cycle in the graph.

o This graph no:mmm_w of a pair G = (V, E), where V is a set of vertices and E is a set
of edges. ,

o The set of vertices consists of all the QMSmmnmozm in the system.

o When transaction Tj requests a data item currently being held by transaction Tj,
then the edge Ti — Tj is inserted in the wait-for graph. This edge is removed
only when transaction T; is no longer holding a data item needed by transaction
Ti.

For example - Consider mozosa:m transactions, We will draw a wait for graph
for this scenario and check for deadlock.

TECHNICAL PUBLICATIONS® . an up-thrust for knowle dge
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% ill use three rules for designing the wait.for graph -

E_m; . If T1 has Read operation and then T2 has Write operation then draw. an mQWm
112
ae2: I T1 has Write operation and Emz T2 has Read operation then draw an mamm

1>12
pied: I T1 has Write operation and mﬁ: T2 has Write operation then QBE an edge

T>T2
Letus draw wait-for graph

step1: Draw vertices for all the transactions.

®© @

$tp2: We find the Read-Write pair from two different transactions reading from top to
bottom. If such as pair is found then we will add the edges between corresponding

directions. For instance -

T T2

R(A) |

___\| rw ,

Y F .

RE) N ot
W(A) b

W(B) w

¥
e CHIICAL ncmcgzoz% -an up-thrust for knowledge
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Step 3:
T1 T2
R(A)
£ . ®
e @ {
R(B)
W(A)
W(B)

As cycle is detected in the wait-for graph there is no need to further process; The

deadlock is present in this transaction scenario.

Example 3.16.1 Give an Ds:ﬁ? e\ & scenario where two phase :x.ﬁ: leads 1o deadlock. 77

AU : May-09, Zmnran

mo_nsrwm_.. : wd:o:dﬁ scenario om execution of transactions can result in deadlock.
T, T,
Lock-S (A)

Lock-S (B)

Read (B) ; »
These two
instructions cause Read (A)
a deadlock =
situation. Lock-X (B)

Lock - X (A) .

In above scenario, transaction T, makes an exclusive lock on data item B and then
transaction T, makes an exclusive lock on data item A. Here unless and until T; does not

give up the lock (i.e. unlock) on B; T, cannot read / write it. Similarly unless and until T,

does not give up the lock on A; T, cannot read or Sdﬁm onA.

This is a purely deadlock situation in two phase locking.

Review Questions

AU : Dec-16, Marks 7

1. Outline deadlock handling mechanisms.
2. What is deadlock ? How does it occur ? How transactions can be written to
(i) Avoid deadlock. (i) Guarantee correct execution, |
Illustrate with suitable example.
3. Write short note on- Deadlock
4. . Narrate the actions S& are considered for deadlock detection and the recovery from deadlock.

AU : Dec.-15, Marks 16
AU : Dec.-14, Marks 4
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Transactions

very concepts

RecO
art of a database System ig

te sral pé
>—— m3 T a —.0n0<m—‘

sbase to the consistent state thy existed b Y scheme that can restore the

m% efore
 recovery scheme must algq Provide hj iy
' ,:MEB_N.N the time for which the database js _m»r e il
! Not usable after 3 fa]
ure.

Failure Classification

arious types of failures are -
a
ction Failure : mo:os:: are .
1, Transa & are two types of errors due to which the transaction

mmnm failed.
: romunm_ Error:
i) This error is caused due to internal conditions such as bad input, data not
found, overflow of resource limit and so on,

ii) Due to logical error the transaction can not be continued.

»,, System Error : : i .

*'i) When the system-enters in an undesired state and then the transaction can not
be continued then this type of error is called as system error.

s"mw&ma Crash : The situation in which there is a hardware malfunction, or a bug in
the database software or the operating system, and because of which there is a loss
of the content of volatile storage, and finally the transaction processing come to a
halt is called system crash.

3) Disk Failure : > disk block loses its content as a result of either a head crash or
failure during a data-transfer operation. The backup of data is maintained on the

secondary disks or DVD to recover from such failure.

E Storage .

ADBMS stores the data on external storage because the amount of data is very huge

a
dmust persist across _program executions.

The storage structure is a memory structure in the system. It has following categories -

" Volatie .

' d is placed &o:m with the
Volatile memory s a primary memory in the system and is p

cry

.

®. thrust for knowledge
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. —

data, but they are very ¢

mount.of W

small a _
Or

+ These memories can store only

example - main memory, cache memory:
o system crashes.

¢ Avolatile storage cannot surviv .
ost on failure.

+ That means data in these memories will be

2) Non Volatile :
Non volatile memory is a secondary memery

disk, Flash memory, magnetic tapes.
These memories are designed to it

and is huge in size. For examplo . Hag
* Hay

hstand system crashes.

3) Stable:
« Information residing in stable storage is never lost.

¢ To implement stable storage,
storage media (usually disk) with independent failure modes.

Stable Storage Implementation
o Stable storage is a kind of storage on which the information residing on it is peye,

lost.

o Although stable storage is theoretically impossible to - obtain 4t can b
approximately built by applying a technique in which data loss: is -almogt
impossible. ;

o, That means the information is replicated in several nonvolatile storage media with
independent failure modes. :

¢ Updates must be done with care to ensure that a failure during an update to stable
storage does not cause a loss of information,

KNI&] Recovery with Concurrent Transactions
There are four ways for recovery with concurrent transactions :

1) Interaction with concurrency control : In this scheme recovery depends upon he
concurrency control scheme which is used for the transaction, If a transaction get
failed, then rollback and undo all the updates performed by transaction.

2) Transaction Rollback : In this scheme, if the transaction gets E_&,\ then the faile
transaction can be rolled back with the help of log. The system scans the lo
backward, and with the help of log enties the ,%as can restore the data items:

3) Checkpoints: da checkpoints are.used to feduce the number of log records.

TECHNICAL PUBLICATIONS®. U for oy
, 0Wledge
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we replicate the information.in several nOnvolg,

nl m_\.mssm 251

Transactlons

artrecovery + When the syston, recovers
jist and Redo-list. The undy i Sim,csm the
S0

consists of transactions tg b redone, Th
+ 1nege

crash it constructs two lists :
transactions to be undone. The
two lists are handled as follows

ynd
o

E:;E poth the lists are empty,

§ hadow Copy ?.n_sa__m.

Jn the shadow-copy scheme, a transaction hyt Wants to update the database first

'
eates complete copy of the database,

Al updates are done on the new databse copy, leavin the rignal copy, the
shadow.COPY; untouched. J

Jf at any point the transaction has to be aborted, the system merely deletes the new
wpy. The old copy of the database has not been affected.

The current copy of the database is identified by a pointer, called db-pointer, which

is stored on disk.
Ifthe transaction partially commits, it is committed as follows :

o First, the operating system is asked to make sure that all pages of the new copy
of the database have been written outtodisk.
o Afterthe operating system :&. written all the pages to disk, the database system
updates the pointer db-pointer to point to the new copy of the database
o The new copy then becomes the current copy of the database.
o The old copy of the database is then deleted.
+ The transaction is said to have been committed at the point where the
updated db-pointer is written to disk.
v The disk system guarantees
db-pointer atomically, as long as We make

ina single sector.

that it will update
sure that db-pointer lies entirely

W
1015 Shadow copy technique used ?
0 Shadow copy schemes are commonly U

© Shadow copying can be used for smalld

ed by text editors.

atabases.

®. ;1 upHhiust for knowlsdge
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;. M= e
Zeaohse ManoRaieiy el —L1 33,4.&53 1 e must be maintained on the 4 e Transsclions
L] ; i [rar
EETJ Recovery Techniques 3 L _EH yed before actually updatin ._..J_c_a "Orage and the entries in the log file are
; . intaine i . ating the ppyy ¢ log, file ¢
To ensure atomicity despite failures, we first output information describing y,, L two approaches useq | database,
S p. S . , y —r-u « « < se( or —
ses e . " S b dre . o itself, ere a og T.I |
modifications to stable storage without moditying the databased 5 1 - . B based recoye ey s
X rabase Modification and Immediate Databg . Y technique - Deferred
There are two approaches are used for recoveny - pa ; ase Modification,
1) Log based Recovery REDO and UNDO Operation
2) Shadow paging ) ing nasmmnzcs execution, the updates are recorded i
purt edonly in the log and in the cache

¢ After the transaction reaches its commit Point and the log is force written to disk

firs

EXT] Recovery based on Deferred and Immediate Update  EUE TN T PN

Before discussing the recovery algorithms(deferred and immediate update), let us sey pdates are recorded in the database,

. o the u
the concept of Log and REDO and UNDO operations. ol intai ici
maintain the atomicity of tr; ; ,
pn order to Y ol transaction, the operations can be redone or
EXEX] Concept of Log n s it ol ) adone. _
e Log is the most commonly used structure for recording the modifications that is . This is an operation i i
vmw:uan.”: the actual au»,m.wav,a. Hence during the recovery procedure a log file M UNDO : This 15 p . in 4:._9 Wwe restore all the old values (BFIM - BeFore -
et v_&_.mamo: Image) onto the disk. This is called roll-back operation. i
gEDO : This is an operation in which all the modified values(AFIM - AFter

A log record maintains four types of operations. Depending upon the type of

operations there are four types of log records -
1. <Start> Log record : It is represented as <T,, Start>

\idification Image) are restored onto the disk. This is called roll-forward operation.

These operations are recorded in the log as they happen.

2= lpiee Lo : iference between UNDO and REDO
3. <Commit> Log record : It is represented as <T,, Commit> .
§t.No. UNDO REDO

4. <Abort> Log record : It is represented as <T,, Abort>

1. | Makes a change go away. Reproduces a change.

e The log contains various fields as shown in following Fig. 3.19.1. This structure is
for <update> operation 2 | Usedfor rollback and read consistency.

3. | Protects the database from inconsistent reads.

Used for rolling forward the changes.

Protects from data loss.

Transaction | Data Item Old Value of New Value

ID(T) Name Data Item of Data Item 4
ey Eiza Ahead Logging Rule
1g. 3.19. .
2 . S . * Before a block of data in main memory is output to the database, all log records
e For example : The sample log file i $35 A i 4
P plelog fileis vm_ms_:_:m to data in that block must have been output to stable storage. This rule is . :
- ) talled the Write-Ahead Logging (WAL) ‘ )
FTStart . Here 10 represents the old value before commit * This ryle is b - mH: the event of a crash or ROLLBACK, the original i
<T,a,10,20> operation and 20 is the new value that needs to be T “.:.wnmmam.,:v\ :mnm:wﬂ } _.oz_di i v_daa pack into the database file to
ntained in the rollbac G ¢

updated in the database after commit operation.

<T;, Commit> :
; Tevert the database file to its original state.

TECHNICAL PUBLICATIONS® - an up.thrust for knowledge
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KRN Deferred Database Modification

¢ In this technique, the database is not updated immediately.

e Only log file is updated on each transaction.

e When the transaction reaches to its commit point, then only the databyg, is

physically updated from the log file. :

o In this technique, if a transaction fails before teaching to its commit point, it vy not
A have changed database anyway. Hence there is no need for the UNDO Operatiop,
uw . The REDO operation is required to record the operations from log file to Physica]
| database. Hence deferred database modification technique is also called ag NO

UNDO / REDO algorithm.

o For example:

b Consider two transactions ._.. and ._.n as follows :

;i T, T,

Read (A, a) | Read (G ¢)

g a=a-10 c=c-20

Write (A, a) | Write (C, )

Read (B, b)

b=b+10

Write (B, b)

If T, and T, are executed serially with initial values of A = 100, B = 200 and C =300,
then the state of log and database if crash occurs ¥
a) Just after write (B, b) ‘
b) Just after write(C, c)
.c) Just after <T,, commit>

TECHNICAL PUBLICATIONS® - &n up.-thrust for knowledge
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it of above 3 scenarios g o follows , Transactions
pitally ¢ o T,
FOW " /
Databage
/
A.H: Start> I
./I
<T, A9 |
’/.
AH._‘ B, 210> I
_/.
N
A._.,_\ OOD:.:mV
— | ]
A=90
— | 7%
¢ s B=210
<T,, Start>
<T,, C, 280>
A.H.ux OOBHa»V
y 'C=280

i) Just after write (B, b)

Just after write n.%mnmmo? no commit record mﬁvm,&.m in log. Hence no write operation
isperformed on database. So database retains only old values. Hence A =100 and B = 200
respectively. g . .

Thus the system comes back to original position and no redo operation take place.

The incomplete transaction of T, can be deleted from log. .

b Just after write (C,c)

The state of log records is as follows
Note that crash-occurs before T, commits. At this point Ty is completed successfully, so
"W valyes of A and B are written from log to database. But as T, is not committed, there

noredo (T) and the incomplete transaction T, can be deleted from log.

The redo (T,) is done as < T,, commit> gets executed. Therefore A = 90,B =210 and

Cs .
300 are the values for database.

knowledge
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& Just after < ._.~_ commit>

The log records are as follows :

<T, Start>

<T,. A 90>

<T,, B, 210>

<T,, Commit>

<T, Start>

<T,, 6,280>

<T,, Commit>

¢ Crash occurs here

Clearly both T, and T, reached at commit point and then crash occurs. So both req,
(T,) and redo (T,) are done and updated values will be A= 90, B=210, C=280.

kKK [X] Immediate Database Modification
In this technique, the database is updated during the execution of transaction even
before it reaches to its commit point.

If the transaction gets failed before it reaches to its commit point, then the a
ROLLBACK Operation needs to be done to bring the database to its earlier consistent
state. That means the effect of operations need to be undone on the database. For that
purpose both Redo and Undo operations are both required during the 888@ This

- technique is known as UNDO / REDO technique.
For example : Consider two transaction T, and T, as follows :

T, T,
Read(A,a) Read(C, ¢)
a=a-10 c=c-20
) Write(A, a) Write(C, ¢)
Read(B, by -
b=b+10
Write(B, b)

Here T, and T, are executed serially, Initially A =100, B =200 and C = 300

If the crash occurs after . i
i) Just after Write(B, b) i) Just after Write(C, o) i) i) Just after <T, Commit>
b/
TECHNICAL PUBLICATIONS®.. g Up-thrust for knowlsdige
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g the immediate Databage modif Transactions

o usin Catig
e s can be claborated as follows " 3PProach the result of above three
rios **
! flog and databage ;
H econtents® gﬂvsx ey
Log [T S i
<T,Start> Database
Kﬁl}Loobov
A=9
KH._\W\MOQNHOV
B=21p
A.H._\Oogbiv
<T, Start>
<T,,C,300,280>
C=280
<T,,Commit>

The recovery scheme uses two recovery techniques -

i UNDO (T,) : The transaction T, needs to be undone if the log contains <T,Start> but
does not contain <T, Commit>. In this phase, it amsam the values of all %a items
updated by T; to the old values,

ii) REDO (T)) : The transaction T, needs to be redone if the __om contains both <T,Start>
and <T, Commit>. In this phase, the data item values are set to the new values as per
the transaction. After a failure has occurred log record is consulted to determine
which transaction need to be redone.

2) Just after Write (B, b) : When @maa comes back from this crash, it sees that
there is <T), Start> but no <T, Commit>, Hence T, must be undone. That means

old values of A and B are restored. Thus old values of A and B are taken from log
and both the Esmma_o: T,and T, are re-executed.

b)  Just after Write (C, ) : Here both the redo and undo %aa:oa will occur.
9 Undo : When system comes back from this crash, it sees that there is <T,, Start>

but no <T,, Commit>. Hence T, must be undone. That means old values of C is

Iestored, . . ‘ a
Thus old value of C is taken from log and the transaction T, is re-executed.
g contains both the <T,,Start> and

9 Redo : The transaction T, must be done & lo

<T,,Commit>

So A=90, B=210and C=300

knowledge -
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3-68 ﬂsawmg.os
saction begi :
When a tran gins mxmn:E@.Em

Database Management Systems
stem comes back from this cragy

‘s . he sy ) It curr i . .
¢) Just after <T,, Commit>: When t . A ' ent or curre ent directory-whose entries point to
that there are Hso transaction T, and T, with both start and commit Points, Thy the most rec i nt databage Pages on disk.is BEmNFS gk aMmQQQ
means T, and T, need to be redone. So A =90, B= 210 and C=280 . called shadow directory. .
1 2 i T ; -

PRI ek : dow directory is then saveq on a:
i BN : ver fails. Is a recoven | The sha -+ 5aved on digk : .
SETTERER Suppose there is a database @&.S: that never fai Y Manage, A,., : o transa ction. . vhile the current directory is used by
require for this system 2:Why ?. . ¢ : ) | . ; ;
£ Q f = @ A 5 . ; . - , During the execution of transaction, the shadow directory is never modified.

mo_nmoz. :

1) Yes. Even-though the database system never fails, the recovery Manager ;. the new copy of modified database =

e is created but the old copy of databage

15

’
,@, . . . pag R Page is never overwritten. This newly
x.\ required for this system. L created database page is written somewhere else
. ) . i ight be aborteq A S F . .
Y 2) During the transaction processing SOme transactions mig| ed. Such t directory will o
“ m transactions must be rolled back and then the schedule is continued further, o, The curren ARl ¥y WIE point to newly modified web page and the shadow page
; 4 d transactions r directory will point to the old web page entries of database disk.
3) Thus to perform the rollbacks of aborted transac €COVery manager j ke Fail then th o ’ ,
required. _ : + When the failure occurs then the modified database pages and current directory is %
i discarded. _ : T
Review Question . . . + The state of database before the failure occurs is now available through the shadow
I 1. Explain deferred and immediate modification versions of the log based recovery scheme, . directory and this state can be recovered using shadow directory pages.
il B AU : May- 19, Marks 15 | o This technique does not require any UNDO/REDO operation.
A BT shadow Paging . [EH ARIES Algorithm
¢ Shadow paging is a recovery scheme in which database is considered to be made up '+ ARIES is a recovery algorithm.

of number of fixed size disk pages.
s Pages ¢ Itstands for Algorithm for Recovery and Isolation Exploiting Semantics.

¢ ltis based on Write Ahead Log (WAL) protocol.

* A directory or a page table is constructed with n number of pages where each i*
¢ When database crashes during some transaction processing, we have the logs that

n page points to the i* database page on the disk. .

, Database disk "~ Shadow oo
. Current directory . blocks (pages) ; directory got saved to the disk. ;
1 ] e iy ‘ { 2 " i o 3 .
page 6 (old) - o7 1 * ARIES has 3 phases that occur in the following order -
. 2 .
page2 : 2 Y s :
age 4 : ® . h :
”mmowﬁ 5 _ . 4 ¢ Scan the log from start to reconstruct the transaction and dirty page table. Dirty
ge 3 (o £ L o ; . . .
= [Freags Pages contain data that has been changed but not yet written to disk.
—] . : H
a’l _|_..o 6 * The active transactions which were present at the time of crash are identified.
b o A . . ﬁ Q -y -
page 3 (new) » * During analysis phase the log is scanned: mo:,\&m.woam the w:m%oﬁ Tecordito P
, — Not cons looks like at the time of crash. .. 5
. ' page 6 (new) updated , truct snapshot of what system o : w
* iy | ——] . o Redo ; : |
After updating . * This phase is started only after completion of analysis phase i
pages 3nd 8 * The log is read forward and each update m._.mmozm. .~

Fig. 3.20.1 Demonstration of shadow paging .
BLICATIONS® -an up-hrust for inowiedge
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Database Management Systems 3-70 .:u:mzo:oam g t Is meant by concurrency contro| 7

Transactions

{ (77 Wha Xy )
3)Undo: 077 A mechanism  which engyreg that simy | AU: Dec.-15 |
) i Imult
LA not lead to ANCOUS oyt
* This phase is started after redo phase. >.=..m.,_n=o=m ploss ‘ any database m:no:mmﬂm: 'S €xecution of more than one
1 ~Hve . f i Cles j
* The log is scanned backward and updates to corresponding active transactiong are V._%En_ma. 's called concurrency control
undone. g state the need qoq, concurrency contrgy,
a
AU : Dec.-17
Advantages : R toh
roln . it necessary to have contrg ‘
1) Itis simple and flexible. a9 whylsitn I of concurrent execution of transactions ? How is it mad
n ns ¢ How is it made
2) It supports concurrency control protocol. : ; %a__u_m ! th AU : Dec.-02
. " ing are the purpo. : Dec.-
,_ 3) Independent recovery of every page. s, : Following . ~u poses of concurrency contro] x
‘. . o To ensure isolation : ; .
i i wers ' . .
E¥H Two Marks Questions with Ans o To resolve read-write or write-write .

Q.1 What s a transaction ? o To preserve nobmmmwmbn% of databage . ; ’
Ans. : A transaction can be defined as a group of tasks that form a single logical unit, y .. _

0.10 List commonly used concurrency control techniques, E ~
pns.: The commonly used concurrency contro] techniques are - it
i) Lock  ii) Timestamp

Y Q.2 What does time to commit mean ?

Ans. :

* The COMMIT command is used to save permanently any transaction to amﬂmmmmm.

shot Isolation d
* When we perform, Read or Write operations to the database then those changes ) .mmmmv
can be undone by rollback operations. To make these changes permanent, we 011 What is meant by serializability? How it is tested? AU May-13,18, Dec.-13,16 b
should make use of commit . : Sac hns.: Serializability is a concept that helps to identify which non serial schedule and |_

Q.3 What are the various properties of transaction that the database system maintains to ensure find the qm_bmmnmob m@:?&ma to serial schedule. 1

intégrity of data. AU : Dec.-04 Itis tested using precedence graph technique. . ‘

OR : . Q12 What is serializable schedule ? AU : May-17

Q.4-What are ACID properties ? AU : May-05,06,08,13,15,Dec.-07,14,17 Ans.: The schedule in which the transactions execute one after the other is called serial .

Ans. : In a database, each transaction should maintain ACID property to meet the shedule. It is consistent in nature. For example : Consider following two transactions |- t
consistency and integrity of the database. These are Tiand T, . .
(1) Atomicity Q..v Consistency (3) Isolation (4) Durability T, | T, _
Q.5 Give the meaning of the expression ACID transaction,

Ans. : The expression ACID transaction represents the transaction that follows the R(A) , . ‘ m_.
ACID Properties. W(A) : \ : £
Q.6 State the atomicity property of a transaction, AU : May-09,13 R(B) . . : it
Ans. : This property states that each transaction must be considered as a single unit | . "W(B) h

and must bé completed fully or not completed at all. : R(A) “N.
Mo transaction in the database is left half completed, ; e i
‘ : W) B
TECHNICAL PUBLICATIONS® - an up-thrust for ko s " / I\\\ﬂ\g\m%”\‘
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Transactions

et and then B executes and ),
A All'the operations of transaction T, on data items A anc , < they in AU': May-18
| AR items A and B exccute. The R stands for 3 )
transaction T, all the operations on data items A @ eaq /
. : E ,
operation and W stands for write operation. o P Xelusive Loc
T4 rw :
3 Wh two schedules conflict equivalent ? od _onw is used 10 mJ € transaction 7
343 Whenareiosc . Sha" siﬁm_.mozﬁ read operation, wa € lock is used when the transaction )
Ans. : Two schedules are conflict equivalent if : wants ) b ovm”,Mmha perform both read and write
" i n. .
o They contain the same set of the transaction. . . 7
.t o ray. : fult . . Y one exclys;
s every pair of conflicting actions is ordered the SAMENaY NME2 tions simultaneously. dataem g EHM.Q lock can be placed on
/ For example - c/ i
i 3 p . SIng exclusive lock data can be insert
NJ,“ Non Serial Schedule Serial Schedule £ deleted, AL b
| _ B T s
_m_‘ - L : i - fl _A.w needed for insert !
b - =y Read(A) o6 what type ot foc : insert and delete operations, E
i3 Tl Write(A) .2 The exclusive _onw.a needed to insert and delete operations.
” ; Read(a) Read(B) A 17 What benefit does strict two-phase locking provide ? What disadvantages result ? : B
Ik Write(A) ‘ Write(B) . AU : May-06, 07, Dec.-07
il Read(B) , . Read(A) o ||ps.: Benefits:"
Write(B) : , Write(A) |/ . ||"1. This ensure that any data written by an uncommitted transaction are locked in
; Read(B) Read(B) exclusive mode until the transaction commits and preventing other transaction
Write(B) . Write() | from reading that data . .
Schedule S2 is a serial schedule because, in this, all operations of T1 are performed | 2. This protocol solves dirty read problem.
h before starting any operation of T2. Schedule SI can be transformed into a serial lovart - G ,
schedule by swapping non-conflicting operations of S1. : : e - B sl
.Loncurrency is reduced.
Hence both of the above the schedules are conflict equivalent. ‘ P | A AU : Dec.-13
Q.14 Define two phase locking : AU : May-13 U8 What is rigorous two phase locking protocol ? ] sDeceld
; o, o i 4 LAY bne s T s V. . 1d until the
Ans. : The two phase locking is a protocol in which there are two phases : “__m. + This is stricter two phase locking protocol. Here all locks are.to be held un
: : . . A : . dsaction commits, -
1) Growing Phase (Locking Phase) : It is a phase in which the transaction may obtain e & , : : ke lockieg protobol
locks but does not release any lock. 9 Differentiate strict two phase locking and rigourous two phase
o5t g 10 T . : AU : May-16
_. ii) Shrinking Phase (Unlocking Phase) : It is a phase in which the transaction may i ;i .
_.&mmmm.n_:m locks but does not obtain any new lock. hns, . : 3 : e . *
v az o . : ive mode locks be he s3%
- . * InStrigy two phase locking protocol all the m.xn_:mzm m N o
Tansaction commits. 3

L . : o i hase locking
T ) is stricter than strict two p
The figourous two phase locking protocol Is S¥. tion commits. f

e Eﬁ_ locks are to be held until the transac . A |

-an su.sau for xzoimu.na | :
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Q.20 Define deadlock.

: Deadlock is a situation in which
ntly held by one of the othe

when two or more transactions have got 2

l
r transactions, Ock
and waltmg for another locks curre

Q.21 List four conditions for deadlock.

\ : it condition
Ans. : 1. Mutual exclusion condition 2 IIold and wa

e condition
3. No preemption condition 4, Clrcular wait

Q.ZZ Why is recovery needed ?

> >
c c
S &

‘Ans. : . _ : .
e A recovery scheme that can restore the database to the consistent state that existg
before the failure. '

» Due to recovery mechanism, there is high availability of database to its users,

Q.23 What are states of transaction ?
: Various states of transaction are - (1) Active,.(2) Partially. Committed (3)
(4) Aborted (5) Committed.

Q 24 What is meant by log based recovery ? .

]

Ans.: Log is a most commonly used data structure for recordlng the modifications thy
can be made to actual database. ' ‘

Log based recovery is a techmque in which a log of each transaction is maintained iy
some stable storage so that if failure occurs then it can be recovered from there.

Q.25 List the responsibilities ofa DBMS has whenever a transaction i is submltted to the system

for execution.- ) Va : S : BN AU : Dec-19

: The systemvis respon51ble for making sure that - 1) E1ther all the operations in
the transaction are completed successfully and effect is recorded permanently in the

database. (2) The transaction, has no effect whatsoever on the database or on the
database or on any other transaction.

Q.26 Brief any two violations that may occur ifa transactlon executes a Iower |solat|on level than

serializable, 0 Dec.!

Ans. : (1) For non- repeatable Read the phantom read is allowed

(2) For read comm1tted non-repeatable reads and phantom reads are

allowed. 4,)

god
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g RAID
RAID stands for Redundant Array of Independent Disks. This is a technology ; i
which multiple secondary disks are connected together to increase the @mnmonzm:nﬁ
Qmﬁm,ammgmmbn% orboth. :

e For achieving the data redundancy - in case of disk failure, if the same data i also
backed up onto another disk, we can retrieve the data and go on with the Operation,

: Dec.-06,13,14,16,19, May-15,16,17,19, Marke 16

* It consists of an array of disks in which multiple disks are connected to achieye’

different goals. .

e . The main advantage of RAID, is the fact that, to the owmmmcbm system the array of
disks can be presented as a single disk.

~ Need for RAID .
o RAIDis a technology that is used to increase the performance. = -
o Itisused for increased nmmmcmu.q of data storage.

o An array of multiple disks accessed in ﬁmawhm_ will give greater mﬁocmEuE Emb
a single disk.

o: With BEEu_m disks m:m a suitable redundancy scheme, %OE. m%mnmg can stay up

and running when a disk fails, and even while the replacement Emw is being
installed.and its data restored.

Features
(1) RAIDisa nmnrbo_om% that contains the set of physical disk &.Emm

(2) In this technology, the owmnwn:m system views the separate &me as a single
logical disk.

(3) Thedatais &mﬁvﬁmn across the physical drives of the array.
(4) In case of disk failure, the parity information can be helped to recover the data.
XK RAID Levels

Level : RAID 0

o In this level, data is broken down into blocks and these blocks mn.m stored acros$
all the disks. , .

o Thus striped array of disks is implemented in this level. For instance in Em
mo:osasm figure blocks “A B” form a mﬁvm

TECHNICAL PUBLICATIONS® - an up-thrust for knowledge
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way recover it.

, The main priority of this _m<m~ is

perfo
RAID controller "mance and not the reliability.

Level : RAID 1
o This level makes use om mirroring. That means all data in the drive is duplicated
to another drive. b

o Thislevel provides 100 % redundancy in case of failure.

o Only half space of the drive is used to store the data. The other half of drive is

just a mirror to the already stored data. .
o The main maw&bﬁmmm of this level is fault tolerance. If some disk fails then the

other automatically takes care of lost data.
RAID controller 4

)

ALY \.

|

. (

) \

1

|
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RAID no::o__m_..

‘Level : RAID 2 gt .
o This level makes use of mirroring as well as stores Error Correcting Codeg

(ECC) for its data striped on different disks. , :
o' The data is stored in separate set of disks and ECC is stored another set of disks.

o This level has a complex structure and high cost. Hence it is not yseg

commercially.

RAID controller

Level : RAID 4 s Il i
o RAID 4 consists of block-leve] stripping with a parity disk. . .

.

o Note that level 3 uses byte-level striping, whereas level 4 uses block-level
striping.
.. RAID controller

Level : RAID 3 ¢ )
i o Thislevel consists of byte-level stripping with dedicated parity. In this level, the
parity information is stored for each disk section and written to a dedicated
parity drive, S A
o We can detect single errors with a ?.EQ bit. Parity is a technique that checks
" whether data has been lost or written over when it is moved from one place in
storage to another.

o' In case of disk failure, the parity disk is accessed and data is Hmnosms.:nﬁmﬂ. from
_the remaining devices. Once the failed disk is replaced, the missing data can be
- restored on the new disk.

Parity D-_
Block parity ! A .~
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RAID §

o RAID 5 is a modification of RAID 4.

o RAID 5 Samﬁmm whole data blocks onto different disks, but the parity bits
'generated for data block stripe are distributed among all the data disks rather

Level :

than storing them on a different dedicated disk.

RAID controller

Parity bit

Parity bit |

RAID : Level 6
o RAID 6 is a extension of Level 5 A 4
o RAID 6 writes whole data blocks onto different disks, but the two independent

parity bits generated for data block stripe are distributed among all the data
disks rather than storing them on a different dedicated disk.

)

HS.o parities provide additional fault tolerance.

(o]

This ~.m<m~.~.mmaamm at least four disks to implement w>=u
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Parity bit

Parity bit

‘Parity bit 1 Pa ol

Parity bit

Lo

Parity bit
.H.:m factors to be taken into account in choosing a RAID level are :
Monetary cost of extra disk-storage requirements,

1. Performance requirements in terms- of number of I/O operations.
2. Performance when a disk has mmEma

3. Performance during rebuild

Review Questions

1. - Explain what a RAID mw..ams is ? How does it improve performance and reliability. Discuss the
level 3 and level 4 of RAID. AU : May-17, Marks (3+4+6)

2. Explain the concept of RAID. i AU : Dec.-16, Marks 6, Dec.-14, Marks 8

3. Briefly explain RAID and RAID levels.
AU : Dec.-06, Marks 10,

4 What m RAID ? List the different levels in RAID technology and explain its features.
5. What is RAID ? Briefly discuss about RAID. AU : May-19, Marks 13

; 4 AU : Dec.-19, Marks 10
5. Explain various levels of RAID Systems. ee ot

s File Organization
ds in a Em ‘when the file is stored
* Afile organization is a method of arranging records

on djsk,

* Afileis on.mmENmm logically as a sequence of records.

Dec.-13, May-15, 16, Marks 16

AU : Dec.-08, Marks 10

* Record is a sequence of fields.

- an up-thrust for knowledge
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¢ There are two types of records used in file organization (1) Fixed Length Recorg
" (2) Variable Length Record.

(1) Fixed length record . ,

e A file where each records is of the same length is said to have fixed length records,

e Some fields are always the same length (e.g: PhoneNumber is always 10 characters),
out' so they are the correct length.

Database Management Systems 4-8

' Some fields may need to be 'padded

e For ‘mxmd—m&m -

e s i TGS S .

""" type Employee = record . _ o ; : o

|
 EmpNo varchar(d) - ekl o e
Eoamevarchaio) &
__ Phone varchar(10) - - : : N\ |
St LR R SRS SR W SR et
EmpNo EName Salary Phone
1111 AAA 1000 1111111111
- 2222 BBB 2000 2222222222
3333 CCC 3000 3333333333
: 44 DDD 4000 4444444444
For instance the first record of example file can be stored as
1: 1 1 1 A A A : 1
) Bl N I TP 1 ] 1 y I ' G (s IYe) P G P

Thus total 29 bytes are required to store.

Advantage : R

e Access is fast because the computer knows where each record starts.

Disadvantage :

1) ~Due to fixed size, some larger sized record may Qo& the block boundaries. That

means part of record will be stored in one block and other part of the record may
‘be stored in some another block. Thus we may nmmE—‘m two block access for each
read or write.

(2) It is difficult to delete the record from this structure, If some intermediate nmno&

is deleted from the file then the vacant space must be occupied by next
subsequent records. . :

TECHNICAL PUBLICATIONS® - m:.Eu.SE& for knowledge
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o Whena record is deleted,we could m
(ormerly occupied by the deleted Bno<M ,wm record that came after it into the space
ord. But this A ; s
records to occupy the vacant ¢ may require moving of multiple
Pace. is i .
vacant space of deleted recorgs This is an undesirable solution to fill up the

4-9 -
Implementation Techniques'

%mr At the beginning of the file, we allocate a
as address of the first record’ *: The header will contain information such :

% ‘which s called as free list.

.mcn mxmbﬁ_m,. Consider the employee record in a file i - i

[ s o 7]
e Emp No Ename Salary Phone

88&0 1111 . AAA 1000 1111111111
record 1 . 2222 " BBB 2000 222222222
record 2 - 3333. ccc 3000 3333333333
 record 3 4444 DDD 4000 4444444444

" record 4 5555 EEE 5000 - 5555555555
~“record 5 6666 FFF 6000 | 6666666666
= - Jrecord 6 7777 GGG w00 | 7777777777

+

The amva,mmmammo: of records maintaining free list after deletion of record 1,3 and 5

header d
n [ 1
‘ record 0. 1111 AAA 1000 | 1111111 i
record 1 ] .
record 2 3333 ccc 3000 3333333333 A :
- .
record 3 - i |
d4 5555 EEE’ ) 5000 5555555555 | .
recor A 4
-
record 5| . -
7000 7777777777 | — . :
record 6| 7777 GGG H_l.
| \\\\\\\‘\\l
. | /( ‘ - thrust \o}:oimqnw
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gement Systems mp! ation Techniques The variable length reco; d N Implementation Techniques
can be Stored
ed in block
. s.

— 0
¢ -On insertion of a new record, we use the record pointed to by the header, We slotted page structure g cOmmon|
. A . . : ; on
change the header pointer to point to the next available record. If no space ¢ This structure is as shown, by foll Y Used for organiz
. . . owing Fj
available, we add the new record to the end of the file. : ing Fig. 4.2,1,
Block header

(2) Variable length record _\lI\/_ Actuatpacci
e Variable-length records arise in a database in several ways: M_ﬁ_m A

A specialized structure called
ing the records within a block.

(i) Storage of multiple record types in a file. - 1 Free space
(ii) Record types that allow variable lengths for one or more fields. S o !
(iii) Record types that allow repeating fields such as arrays or multsets. = - @ I&emv:. -/ 0 | | L0107 H
e The representation of a record with variable-length attributes typically has two TR

parts : " end of .
a) an initial part with fixed length attributes. This initial part of the record is iies st Pointers to

nmvnmmmama by a pair (offset, length). The offset denotes the starting address of the record

Fig. 4.2.1

record while the length represents the actual length of the length.
b) followed by data for variable length attributes.
« For example - Consider the employee records stored in a file as

o This structure can be described as follows - |

o At the beginning of each block there is 2 block header which contains -

» Total number of entries (j.e. records). .
: Pointer to'en i
record 0 1111 AAA° 1000 1111111111 ¥ d of free list.
Followed . . s :
record 1 2972 BBB 2000 2222222222 -HT o by m“ array of entries that contain size and location of each record.
: o. The ac records are stored in contiguous block. Similarly the free list is al

an 3333 . ] i Lo Yy €€ 1St 1S also
record 2 3333 CCcC 3000 333333 maintained as continuous block.
record 3 444 DDD 4000 4444444444 . © When a new record is inserted then the space is allocated from the block of free
record 4 5555 EEE - 5000 5555555555 list. : :
record 5 6666 FFF 6000 6666666666 . o Records can be moved around within a page to keep them contiguous with no
record 6 7777 GGG 7000 7777777777 empty space between them; entry in the header must be updated.

Review Question

1

o The variable length representation of first record is,

Starting
_address of ~_ Length of

record 1111  record 1111
J Null

- / \ bitmap
174 | 213 | 244 [ 2810 [ 0000 | 1111 [ Asa [ 1000 [ 119111114
0 4. 8 12 16 17 21 24 28 38 There are three commonly used appro
E :mmv file organization : Any record can be pl

IS a space, There is no ordering for placing the T

file is ygeq.

Explain using a sketch o each of the, with their
AU : Dec.-08, Marks 10

Descripe different types of file S.wez.g:.c?
igzgwmm and disadvantages.

g Organization of Records in Files .
aches of organizing records in file - _
aced anywhere in the file where there

ords in the file. Generally single

e  The figure &mo illustrates the use of a null bitmap, which indicates which attributes
of the record have a null value.

. i . ] ' .
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2 mmmcmﬁm& file organization : Records are stored in sequential order baseq ON (e

value of search key. i

(3) Hashing file organization : A hash function is used to obtain the location of the
record in the file. Based on the value returned by hash function, the record s Storeq
in the file.

IEXX] Sequential File Organization |
o The sequential file organization is a simple file organization method in whig}, the
records are stored based on the search key value.
- o For example - Consider following set of records stored according to the RollNo of
student. Note that we assume here that the RollNo is a search key.

RoliNo | Name unﬂzﬂ
1 AAA U
2 BBB 1
3 ccc kU
5 DDD 2 o

Now if we want to insert following record

4 4 EEE

Then, we will insert it in sorted order of RollNo and adjust the pointers accordingly.

RoliNo Name
1 AAA

Next pointer

2 . BBB

3 ccc

8 5 . DDD

- , TECHNICAL PUBLICATIONS® - an up-thrust for knowledge
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frakat n Techniques
However, :S_::::_:m ph Implementatio. q

e vsmmnm_ Se .
i ! d
geveral insertions and deletions quenti

We can maintain the dele

al order is very difficult as there can be

o tion b "

Y Next pointer chaj
. . ) ain,
, [For insertion mo__os::m tules can b
A be applied -
record there,
Insert the recorq in
o Ineither case, pointer ch

o If there is free space insert

o Ifno free wvmnm\
an overflow block.
ain must be updated.

NE Multi-table Clustering Fije Organization

In a multitable clustering file organization

% {in the same file records of several different relations are
store .

For axmBm_m - Following two tables Student and Course

Ankita -
Ankita 67
4 . & i Ankita 86
| _#e.r,a 91
Sname Cname City
Ankita ComputerSci Chennai
" Prajkta Electronics * Pune

The multitable clustering organization for above tables is,

Ankita ComputerSci Chennai
Ankita mm.
' Ankita 67
Ankita 86 :
i une
Prajkta Electronics .
] < (4 :
3 \l\\l\\\\\\\H A
~ Prajkta \\\w\\\\\l
- -

hrust for knowledge
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This Jqu.m of file organization is good for join operations such as mg.amzﬂ b OoEmm.
This file owmwaumnob results in variable size records.
The pointer chain can be added to the'above records to keep track of address of next

record. It can be as shown in following Fig. 4.3.2.

Ankita | ComputeSci | Chennai

Ankita | 55

Ankita 67

Ankita 86

Prajkta Electronics | Pune

Prajkta 91 1

Fig. 4.3.2 Multi-table clustering

X Data Dictionary Storage . ik N
*  Definition : Data dictionary is mini database management system that manages the

metadata.

* Data dictionaries are helpful to the database administrators in management of -

database. . A
* The general structure of data dictionary is as shown in the Fig. 44.1.

¢ The data in the database &nmonm.Q is maintained v% several programs and
generates the reports if required. _

* The data dictionary is integrated -with the database systems in which the data is
controlled by the data dictionaries and is made available to the DBMS software.

¢ Following type of information is maintained by data dictionary -
a) Description of the schema of the database. : .

b) Detailed information about the physical database amm.mms.

¢) Description of database users, their noumw and their access rights.
d) Description of database transactions.

e) The description of the relationship between database transactions and data items

referenced by them.

f) Information about the usage statistics. That means, how many times the queries aré

raised to the database, how many transactions are made by the DBMS.

TECHNICAL PUBLICATIONS® - an up-thrust for knowledge
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o For xample - Consider a Student datab i
FirstName, LastName, a4 nocamam T g
maintains the Emonsmmo: aboyt ,
column names, Data type of ea
database. - |

Database

4- .
4 Implementation Techniques

ous fields are RollNo,

0 The data dictionary for this database
this database, The data

ch fi R
field and the description’ of each column of the

Data dictionary

AT T

T

ne| LasiName| Coursein

24 S LA

N TR S e et |
escriptio

T

“int Primary key of table

I iy S
FirstName (lva ;
www E |~ "aMe ||varchar(20) | First name of the student
EQE ehar(20) | Last name of the student

CourselD |\varchar(20) :
The ID of the course taken |~
by the student. This ID is
present in course table.

— |
Fig.4.4.1 : Representation of data dictionary

X1 Active and Passive Data Dictionaries
Active data dictionary ,

s./Active Data dictionary is managed mEo,Bmmnmcw by the database management
- system.

¢ They are no:mmmwma with current structure.

*._Inthe active data dictionary, when any modification or changes is executed by the
DBMS, then this dictionary it also gets modified by the DBMS automatically.

+* Most of the active data dictionaries are derived from system catalog.

Passive data dictionary
* Passive data dict onary is used only for documentation purpose.
* Passive &nmos.mQ is a self-contained application and. mwﬁ of files c.mmn for
aoncb._m:mbm the data processing environment.

The Process of maintaining or modification of the database is manual.

Itis Emmemm by the users of the database systems:

" up-hrust for knowledge
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Database Management Systems Nique %\\\\ 4.17 .
dictionary : a indexing and Hashing Implementation Techniques
Difference between active and passive 218 T2 TS n index is a data stryct AU : Dec.-11, Marks 6
RS e S Passive data dictionary: o AR - T8 ure that o, = : Dec.-11,
A Tl ive data dicti — retrieval of data efficieny, Zes data records on the disk to make the
sen t system he passive data dictionary is modi g, —_ ; :
1. | The Qmﬁcmmm Bmﬁmwhﬂmmmgm M&,.m data whenever the structure of database m%ﬁ o The search _on\ for an index is collect
automatically main E: hanged s hich ffici ion of i .
3 : hich we can efficie : one or mor
dictionary. . , w ) ntly retrieve the data that satisfy th . mm_%. e
is not very consistent, indexes ar ; e search conditions.
2 Itis very consistent. INEOSVE SIBDERE o .1:6 in € required to speeq 4 the search o : n,_:uozm
: - i s erations on fi
The database management systems The SIS are _.om.vn.vsm__u_o for manually o Hrmnm_ are two types of in dices - on file of records.
3 automatically manages this dictionary. managing this-dictionary. o Ordered Indices : This T
. — | — T exing j
Tt does not require separate database It requires separate database for o Hash Ind Th g is based on sorted ordering values
A working with dictionary.
E Column Oriented Storage

o Column oriented storage which is also called as columnar database management
system that stores data in columns rather than rows.

) . Access Types : It : i
o The advantage of column oriented storage is to retrieve the result of query very o fccess ypes: It supports various types of access that are supported efficiently. :

efficiently. | o Access Time : It denotes the time it takes to find a particular data item or set
o Italso improves disk I/O performances. Hemg: Jie
« Example- . - o Insertion Time : It represents the time required to insert new data item. :
‘ Row - ofiented _ E@m (It represents the time required to delete the desired data item.
ID Name Subject Marks - o .mwmnm overhead : The space is required to occupy the index structure. But
1 AAA English 87 allocating such extra space is worth to achieve improved performance. f
2 BBB Maths 95 wm“m:“v_maf_ Sinceiindices speed query processing. Wity might they nof be kept on several .1 ] 8
3 cce History 83 relikeys? List as miany reasons as possible. . [NITSRYmYY |
= Solution : Reasons for not keeping several search indices include :
Column - oriented . . . ; inginser
. Every index requires additional CPU time and disk I/O overhead during inserts
ID Name ID Subject Marks .
: and deletions. : :
N. >m>> 1. English 87 b, Indices on non- primary keys might have to be changed on updates, although an
m. OMM 2. Maths 95 index on the @EBNJ\ key might not (as updates typically do not modify. the
: 3, i 83 N .
. : i History P Primary key attributes).
e As no_EHS. oriented database store data by columns instead of rows, it can ¢ Each extra index requires additional storage space. i
more data in smaller amount of memory. d, ral search keys, efficiency might not

For queries which involve conditions on seve

e The data retrieval is done column by column only the columns that need t0 be

required are retrieved. This makes it possible for efficient retrieval of data-

Also,

be bad even if only some of the keys h

ave indices on them.
proved less by adding indices when many

Therefore database ﬁmamoasmsn.m is im

large amount of data can be handled. indices already exist
: already exist.

e Itis mainly used in data analytics, business intelligence and data warehousing:
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¥ Ordered Indices AU : Dec.-03.0S.15. May 06. Marks 19

&R Primary and Clustered Indices

Primary indsx :

e Anindex on 2 sot of Selds that indudes the primary key is called a primary indey_

" RegNo 13453

The cimery index fle should be always in sorted onder.
E 3

The pomary indexang is alwavs done when-the data file is arranged in sorted order
K : S & - e ———
inda I primary key as its search key.

nd prmary Indexing, S

onsSder following soenario in which the primary index consists of few entries ag

comparad toacuai data file.

Data File
Paa=y Primary Index
=N\ Siok 1| RollNo| Name | Age
| SeschKey | Address 1aso1| aa | 25
o EORS 4 i \ 11as03| 888 15
i T1ASTY i - o
{ tason | . -
“« 118530 | 3 Siock 30
/ P g NN
- j1iasst| o Yyy | 38 .
s 1as:2| zzz 41
Fig. 47.1 : E.2mple of primary index

'Once if you zre zble to locate the first entry of the record containing block, other
eniriss zre stored continuously. For example if we E
we need not have to search for the entire data file. With the help of
primary index structure we come to know the location of the record containing the
RegNo 11AS30, now when the first entry of block 30 is located, then we can easily
locate the entry for 11AS32.

We can apply binary search technique. Suppose there are n = 300 blocks in a main
dzta file then the number of accesses required to search the data file will be log,n *
1={log.300)=1=9 , ‘

If we use primary index file which contains at the most n = 3 blocks then using
binary search technique, the number of accesses required to search using the
primary index file willbelog,n+1=(log,3)+1=3

This shows that using primary index the access time 95 be deduced to great extent-

TECHIICAL PUBLICATIONS® - an up-thsst for knowiedge
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Ustering}
\When a file is organized o ———sindex.

SO that . :
ordering of data entries in some FMMM,MWEw of data records is the same as the
7 53y that index is clustered, otherwise it

is an unclustered index.
« Note that, the data file need to be - .
ed 7.
« Basically, records with similar g e
created for these groups.

'« For example, students studyi QH.,BBHS 2o sronped
Semester U toceth Le- 1=
semester studenfs, 223 semoctor oty 3o == s ma- s Lo

& are grouped nommnumn and indexes zre

S

RoliNo

Name | Marks | City | Age
- ) 100
.
101
\ 102
Semester >n&m%W\
1 S - 200 = - =
b = b= 201 =
3 ~ 202
2 i i =
" - S
: 241 ‘ % o
g N b b e il e
NS 300 PR R T N R
Fig. 4.7.2: Clustered index
| g Dense and Sparse Indices
Mma are two types of ordered indices:
vcg L3
, €1lndex : :
O <oarch key value in file. ,
§ >..= Eﬁwmx HmOOHQ. NHURNHM MOH mdamH‘V«‘me\“\
] . - .ﬁ_mﬁom:”mnﬂogm actual record.
This record contains search key value an
,./ Brﬂ.u«.ﬁn.«ﬂb.-r&@m
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e For exampl
Agra Agra UP
“Amritsar Amritsar Punjab

Bhopal e Bhopal MP

Baroda e Baroda Gujrat

Chennai Chennai Tamilnadu F

Coimbatore Coimbatore Tamilnadu

Delhi ® Delhi Delhi U

2) Sparse index:

Fig. 4.7.3 : Dense index

Index records are created only for some of the records.

e To locate a record, we find the index record with the largest search key value less

than or equal to the search key value we are looking for.

e We start at that record pointed to by the index record, and proceed along the
pointers in the file (that is, sequentially) until we find the desired record.

¢ For example -

Agra e Agra uP
- Bhopal e Amritsar Punjab
Chennai e Bhopal MP
Delhi e Baroda Gujrat
Chennai Tamilnadu
Coimbatore Tamilnadu
N  Dehi Delhi |

. Fig. 4.7.4 : Sparse index

L33 Single and Multilevel Indices

Single level indexing :

* A single-level index is an auxiliary file that makes it more efficient to search for 2
record in the data file.

¢ The index is usually specified on one field of the file ?E..ocmr. it could _um mvm&mmu
on several fields). ‘

TECHNICAL PUBLICATIONS® - an up-thrust for knowledge
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pach index can bein the folloyy;,
orm,

The index file usually OCCupies e
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Pointer to Record

pecause its entries mnm‘:En: Smaller erably Jess disk blocks than the data file

A binary search on the indey yields
t+ The types bm single leve] i

secondary indexing.

a@a:m

Pointer to the file record.

be primary indexing, clustering index or

Example : Following Fig 475
; g Tepresents the single level indexing -

Key value

A10

A20

A30

"/
/
7

A40

Data File

Name - ssN  ppare

JOB  SALARY

A20

A21

A30

A31

A32

A40

K10

‘K20

) 4

Fig.

e~ UNICAL htmto.h ﬁozmav

Adl

A42

K10

K11

K20

K21

K22

415: Single Jevel indexing

_an up-thrust for knowledge
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ot for example -
ilevel indexing : . g o For ,
iy There'i mw:Bm:mm need to keep the index records in the main memory gq as to
e There is an . s i S har= _ i
d up the search ope rations. If single-level index is used, then a large size indey 10 ey
speed u B e eene P— 10
3 be kept in memory which leads to multiple disk accesses. %
CARHOUDERSP , ; . into several smaller indjcoc ; 20
Multi-level Index helps in breaking down the index into several smq ndices j, 30
[ ] ula- o . s AT : . A ——
order to make the outermost level so small that it can be saved in a single digk RollNo | Poj 40
block. which can easily be accommodated anywhere in the main memory. : Olnter 55
/ b " . s 10 — 50
. 2 3 < v following Fig. 4.7.6.
e The multilevel indexing can be represented by 5 00 =
- doo,./f
= ————
> = 5 . 1000 200 oF
B el [ . . Primary 300 200
K B ) iovel . 400
24 —] 24 g indexing :
28 : Qi : 5004 .
3 : ! e 500
2 e 35 — .:mmima_m—m
‘ & - . Indexin
35 -~ 3¢ S 36 : . g Disk Block
55 N a4 - . v . .
~ s = —— 51 . . Fig. 4.7.7 : Secondary Indexing
Ty 53 i
- R . Review Questions
Second (Top) / $s 55
Level \ £3 cee e 61 L. Hllustrate indexing and hashing techniques with suitable %)/ 08 AU : Dec.-15, Marks 8
\ .
vk {1 S oh 2. What is the use of an index structure and explain the concept of ordered indices.
N L8 20 : BN AU : Dec 04, Marks 8
A 82 3. What s the difference between primary index and secondary index ? [NV RIS T
i i 4. Explain the index schemas used in database systems. AU : Dec.- 08, Marks 10
: 1
First (B ta Fil : ] . May- ~17,
Gl Petaige BB B+ Tree Index Files AU : May-03,06,16,19, Dec.-17, Marks 16
. A i e in which the internal
. Fig. 4.7.6 : Multilevel indexing J *. The B+ tree is similar to binary search tree. Itisa balanced tre
. . Nodes direct the search.
EX2A Secondary Indices . ct the se ,
* Th tain the data entries.
= g — . in e leaf nodes of B+ trees con
* In this technique’ two levels of indexing are used in order to reduce the mapping
size of the first level and in general, E ms.s:qo of B+ Tree
it . ' 5Di . : i ollows - )
e Initially, for the first level, a large range of numbers s selected so that E_:m * The typical node structure of B+ nodeis as f
size is small. wEEmn%wmiw&iaggmmm. . | Kna P,
\.{l‘l o ey e ith ¢ 3 .
e Itis used to optimize the query processing and access records in a database Witl K,_, and n pointers
. . Y 3 i IRTIK:
some information other than the usual search key. * 1t . 1 search-key values Ky, Ky « - s 1 ;
Containg up ton — : :
G _ : Nv—. NUN. oite 3nj NU_,—. . = _
TECHNICAL PUBLICATIONS® - 2 up-thrust for knowledge // NS®-an up-thrust for knowledge
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o The search-key values within a node are kept in sorted order; thus, if i < j,
Ki<K, . |

o To retrieve all the leaf pages efficiently we have to link them using page Pointers,
The sequence of leaf pages is also called as sequence set.

o Following Fig. 4.8.1 represents the example of B+ tree.

then

20 Root node
SR RE] 25 fzmam.
h | nodes
\\ .
rmmq* 213 1+=li5ii8 1] {17 1122012 1111251138
nodes - 1
" —

mmncM:ow set
Fig. 4.8.1 : B+ Tree

"o The B+ tree is called avdm.nnn tree because the tree structure can grow on insertio
of records and shrink on deletion of records. g

.

Characteristics of B+ Tree
Following are the characteristics of B+ tree.

1) The B+ tree is a balanced tree and the operations insertions and deletion keeps the
tree balanced.

2) A minimum occupancy of 50 percent is guaranteed for each node except the root.

3) Searching for a record requires just traversal from the root to appropriate leaf.

XX insertion Operation
Algorithm for insertion :

Step 1 :. Find correct leaf L.
Step 2: Put amn.m entry onto L.

i) IfL has enough space, done!

ii) Else, must split L (into L and a new node L.2)

e Allocate new node

o - Redistribute entries evenly

-TECHNICAL PUBLICATIONS®-- an up-thrust for knowledge
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:_v\ —vc:;_:m ~O —LN ::C —vm—a—; —. .
n 0 r
—.___.ﬁ can —ap_ﬁﬁ n rec u

j) To split index node, redistribyte o

: ntri
with leaf splits.) ries evenly,

but push up middle key. (Contrast

o Splits “grow” tree; root split increases height ’

j) Tree growth: gets wider or one leve] t

ERW Constriict B+ frep P ;
gxample 4.8 - ee for foll S e LR 5 i i R i )
pointers that fit in one ode are Jollowing da 031.23,32.22,2824,29, where iiniber

of

V\*— 3 = - ®
solution : In B+ tree each node s allowed to h

means at the most 4 key values are allowed in ea

aller at top.

ave the number of pointers to be 5. ..:::
ch node.

step 1: Insert 30,31,23,32. We insert the key values in ascending order

BIBIRIE]

Step 2 : Now if we insert 22, the sequence will be 22, 23,30, 31, 32. The middle key 30, will
goup.

: Ry - 11 .

22123

. i e | EDIET I I I

Step 3 : Insert 28,24. The insertion is in ascending order.

| ([ ]] 1l

Ma—E— —8 atf 32|

22|23

me p-thr wledge
U T -any -th st for knowie J
T P mt0> \OZ al ; v
MOIZ\Q\F
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Step 4 : Insert 29. The sequence becomes 22,23,24,28

2[[[[_]] ]

, 29. The middle key 24 wil) BO up

. Thus we get the B+ tree.

r
ERREEBIE R SR
IR Corisiruct B+ trec fo insert the following (order of the treeis 3) .
26.2708347946485126 B
ber of children allowed by each node. Hene

Solution : Order means maximum num
order 3 means at the most 2 key values are allowed in each node.

Step 1 : Insert 26, 27 in ascending order

26| |27

Step 2 : Now insert 28. The sequence becomes 26,27,28. As the capacity of the node is full
27 will go up. The B+ tree will be, ‘ ‘ ‘

27

AN

26 27| |28

mnmu. 3 : Insert 3. The partial B+ Tree will be,
27

31128 —127] |28

Step 4 : Insert 4. The sequence ,v
i q , ecomes 3,4, 26. The 4 will go up. The partial B+ tree wil

4|27

TECHNICAL PUBLICATIONS® . oy up-thrust for knowledge
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5 : Insert 7. The sequence
p 5P The partial B+ Teeu s”.w_nmaow 4,7,26. The 7 will®
e, 80 up. Again from 4,7,27 the 7

gto
«&_— mw

u_
o 7

% 27| |28

: rt 9. By inserti
mnob m Hzmm v~ Emmﬂgm N@\ Nm §= Um :._m se
iree will be, quence. The 9 will go up. The partial B+

A1 wﬁ 7 9|26 27| |28

St : ) : i
am% u.. Fmﬂ.ﬁ 46. ,;m sequence becomes 27,28,46. The 28 will 80 up. Now the sequence
comes 9, 27, 28. The 27 will go up and join 7. The B+ Tree will be, ;

T

71127

e B m Bece maadasden
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28,46,48. The 46 will go up. The B4
Step 8 : Insert 48. The sequence becomes * Treg wil
become,
71127
a
7 5 BB
3 4 7 s |28 1|27 1128 T 46] 48
Step 9 : Insert 51. The sequence becomes 46,48,51. The 48 will go up. Then the Sequence
becomes 28, 46, 48. Again the 46 will go up. Now the sequence becomes 7,27, 46. Now the
27 will go up. Thus the B+ tree will be
= T j
T+|28 +l48 | [11]48] |51
Step 10 : Insert 2. The insertion is simple. The B+ tree will be,
=T .
] L[]
H & w
28] | 48|
J1 1L _ 9 [128] 14|27 .N,m_. ._3__ 14| 48| 51
\
TECHNICAL PUBLICATIONS® . 4, Upthrust for knowledga
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ste : be made
p tree will bes ¢ 1N a vacant node of 7(the leaf node). The final
27
7
46
4 9
& 48
y_

. m, Jd & - m

2] Irtle | (| 1] 28 46 48| [51
[EH] Deletion Operation
>_.m2===_ for deletion :
step 1 : Start at root, find leaf L. with entry, if it exists

Step 2 : Remove the entry.
i) If Lis at least half-full, done!
ii) If L has only d-1 entries,
* Try to re-distribute, borrowing keys from sibling.

\

(adjacent node with same parent as L).
* Tfredistribution fails, merge L and sibling.
Step3: If merge Onncﬂm.nr Bc_% delete entry (pointing to L or sibling) from parent of L:
mau 4: Merge could propagate to root, decreasing height.

wary

Example &Y Construct B+ Tree for the following set of key values :
,.D..w. 5711,17.1 9,23,29,31) Assume that the tree is initially empty and values are added in
Beending order. Con. ,Q.EQ B+ tree for the cases where the number of pointers that fit orie
node is four. 4 {fter creation of B+ tree perform following series of operations :

(@ Insers 9 (b) Insert 10. (c) Insert 8. (d) Delete 23.. (¢) Delete 19.

]
i
!
{
|
1
2
SSRGS |

mazzoz : The number of pointers fitting in one node is four. That means each node

Ontai..
eam_sm at the most three key values.
¢Ud H mzmmﬁn N\ w\ m.

. ® _ an up-thrust for knowledge
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Implomentation Technique, ¢+ Insert 23. The seque becom _ Implomantation Technig
- wtinode s e S 11,17,19,23 130
Database Management Systems 5 3 5 7. Since each node can ,..Qz::::x;:., 1923, The 19 _.2:_ o
OMES X AR R AR - .
" Step 2 : If we insert 7, the sequence bece 2 206

CEQUENEe
at the most three key, the 5 will go up, from the sequenc

5

Step 3 : Insert 11. The partial B+ tree will be,

EIEL T

Step 4 : Insert 17. The sequence becomes 5,7, 11,17. The element 11 will go up. Then the
tep 4 : i
partial B+ tree becomes,

Step 8 : Insert 31. The sequence becomes 19,23,29, 31. The 29 will 80 up. Then at the upper
kvel the sequence becomes 5,11,19,29. Hence again 19 will 80 up to maintain the capacity

ofnode (it is four pointers= three key values at the most). Hence the complete B+ tree will
be , .

Step 5 : Insert 19.

TECHNICAL PUBLICATIONS® - 5, Up-thus for kowdedige | //

. an up-thrust for knowledge
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e : : \Eimsm:mm:.o: Tochsi } ums 4-33 .
po . 4-32 echn, : ;
Database Management Systems - » e iques A& Delete 23 : Just Teémove e key e Implementation Techniques
(a) Insertion of 9.: It is very simple ovmnmco:.mmc~ he n & 97 has gpq sibling node to fory, , node 19 Nww@ of 23 from the node 19,23, Then merge the
space.vacant to accommodate. The B+ tree will be, . Attach the node of 11 1, asa 5\» Q\EM Get down the entry of 11 to the leaf node.
T[T _ b of15, kot

E Delete 19 : Just delete the en

- (b) Insert10: m we try to insert 10 then the mm@ﬁmbnm ,cmnogmm 5,7,9,10: The 9 will mo
up. The B+ tree will then become -

() Insert 8 : Again insertion of 8 is simple. We have a vacant space at node 5,7. S0
. we just insert the value over there. The B+ Rmm will be-

| gmmm_.o_. Oumqm”_o:

Ln erform a binary searchon the records in the current node.

21f4 fecord with the search key is found, then return that record.
31 the current node is a _mmm node and the key is not 8::9 then :%on an

Unsuccesgsfy] search.
4 t the process.
OEm:Smm follow the proper pranch and anmm ep

TECHNICAL PUBLICATIONS®.. oy up-thrust for knowledge

rust for knowledge
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For example - :
20 e - | | Root node
8 |la]] ‘ 25 _ . “Tgms.m_
} hodes

. =ARERIRE {20 [23|] [++{]2s
_.31*” Lol | 11] |17 5{ |35

nodes

Y
Sequence set

Fig. 4.8.2: B+ Tree

Consider the B+ tree as shown in above Fig. 4.8.2.

For searching a node 25, we start from the root node -

(1) Compare 20 with key value 25. As 25>20, move on to right branch. .

(2) Compare 25 with key value 25. As the match is found we declare, that the given
node is present in the B+ tree.

For searching a node 10, we start form the root node -

(1) Compare 20 with key value 10, as 10<20; we follow left branch _

(2) Compare 8 with 10, 10>8, then we compare 10 with the next adjacent value of the
same node. Itis 11, as HOA:\,. we follow left branch of 11.

(3) We compare 10, with all the values in that node, as match is not found we report _

unsuccessful search or node is not present in given B+ tree.

Merits of B+ Index Tree Structure X . .
1. In B+ tree the data is stored in leaf node so searching of any. data requires scanning
- only of leaf node alone.
- 2.Datais ordered in linked list. -

3. Any record can be fetched in equal number of &mw accesses.
4. Range queries can be performed easily as leaves are linked up.
5. Height of the tree is less as only Keys are used for indexing.
6. Supports both random and sequential access.
Demerits of B+ Index Tree Structure _
1. Extra insertion of non leaf nodes.

2. There is spage overhead.

TECHNICAL PUBLICATIONS® - an up-thrust for knowledge
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%ﬁ B+ tree indeyes : ,
; iefly explain ab O Multiple keys 1
g Brigfly explaina I Dec 17 Morce 7
R QSSEN. . : Dec.- 5 arks

AU : May-16, Marks 16
AU : May-03, Marks 4

Idex Structyreg,

~=n»m:.m:.nm ﬁm\.m._. tree,
. N.@N :\_N mwu :n::m O\.m.f zmm and WNGNQN T
. : - e i%o ;N

4 Describe structure of B+ t,,, a

nd list the g,

AU May-03, Marks 6, May-06, Marks 8
™ for search in the B+ tree with example.
AU : May-19, Marks 13

% Index Files

o B-tree indices are similar to B+

; LUR D -12 a )
The primary disti tree indices, c 12,14, May.08, Marks 16
0 e primary distinction b |
etween the tWo approaches i th 2 iz
redundant storage of search-key values aches is that a B-tree eliminates the

item. The goal of B-trees is to get fast access
* A B-tree allows search-key .

of the data.
values to appear only once (if the i :
. i : are uni , i
B+tree, where a value Inay appear in a nonleaf node , e Aol

in additi ine i
leaf node. ; 1tion to appearing in a

13

g o S e o e R R R N

Fig. 49.1: B-Tree

OIYOXRY - o e of rder 3 forolloving date: 20 1030151240502 15
wa_cmo: . ;m.w _Hmm om On mmn w‘.imm:m at the most two key values are allowed in each
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_mnmu 2 : If we insert the value 30. The sequence becomes 10,20,30. As only two key Valueg

are &_oémn in each node (being order 3), the 20 will go up-

Step 3 : Now insert 15.

Step 5 : Insert 40

Step 6 : Insert 50. The sequence becomes 30,40,50. The 40 will go up. But mmmS it forms

12,20,40 sequence and then 20 will go up. Thus the final B Tree will be,

This is the final B-Tree

TECHNICAL PUBLICATIONS® - an up-thust for knowledge
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a Betree yOU €N SLOTe both gy g and dayy é
din

In ::24:._ and leaf :E_am. In

v a B+
the tree you haye to store the data in the
\\.\‘\'/ _akn :O&nu onl
astes space. y.

Jtw

It does not waste space.
Th

»_.n__:_m becomes difficult in g connected using linked list.
B::o, pe found in the leaf node, Searching of any data in

e T | because'aff g

The B-tree does not store redundant Search | Tpep
; e B.

i tree stores redundant search key.

/

The leaf nades are

“tree ag ga,

a B+ tree is <mQ easy
ais found in leaf nodes.

peview Questions

1. Explain detail about i) B+ tree index ii) B tree index files

AU : Dec.

14, Marks 16, May-08. Marks 10

2, Write down detailed notes on ordered indices and B-tree index files. [N RIE T

[RTJ Concept of Hashing

AU : Dec.-04,05, May-05.14, Marks 8
" e Hash file onmENm_uo: method is the one where data is stored at the data blocks

“whose address is generated by using hash function.

o The BmBOQ location where these records are stored is called as data block or
bucket. This bucket is capable of storing one or more records.
* The rmmr function can nse any of the column value to generate the address. Most of
the time, rmmr mcbnaos uses primary key to mmzmaa the hash index - address of the
'data block. * : e |
* Hash function can be simple ELEmEmmn& function to any noBm_mx mathematical
* function.
For mxmgv_m Following figure _.%Rmmza_ the hash function is based on the age
using hash vmmma indexing. In this exampie data entry k* which is actual data
field of the record. Here the index is made up of data

number format and the
Tecord, F hash function the age is converted to binary
ek te the student record.

the records of student can be searched

last twi digits are considered toloc@

for knowledge
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Name Age . Marks
AAA 44 72
BEB 40 o
cce 44 64
FFE | 25 72
GGG 33 67
HHH 29 9
Hash Function = Convert age to =220 = A
: binary form and YYY 22 83
consider last two digits

Fig. 4.10.1 : Hash based indexing

EXTE] Basic Terms used in Hashing
1) Hash Table : Hash table is a data structure used for storing and retrieving data
quickly. Every entry in the hash table is made using Hash function.
2) Hash function : ; -
"o Hash function is a function used to place data in hash table.
-e  Similarly hash function is used to retrieve data from hash table.
e Thus the use of hash function is to implement hash table. .
For example : Consider hash function as key mod 5. The hash table of size 5.

Step 1: Insert 33 0 25 Step 3: Insert 25
A\Eum 1 /
Hash function g /N 25mod5=0 .
Step2: Insert 54 3 @3] Bucket
54mod5=4—4 54

Hash Table )
3) Bucket : The hash function H(key) is used to map several dictionary entries in the
hash table. Each position of the hash table is called bucket.
4) Collision : Collision is situation in which hash function returns the same address
for more than one record.
For example :

.: we want fo

Butat 0¥ location
25 is already placed
and now 55 is
demanding the
‘same location,
Hence we say
“collision occurs"

B WN a o

2|g

TECHNICAL PUBLICATIONS® . an up-thrust for knowledge
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|1 Write a note on hashing.

{\|2 Describe hash file organization.

AU : May-14, Dec.- 05, Marks 8
AU : Dec.-04, May-05, Marks 8

[&H] static Hashing

AU : May-06, Marks 8

Index

Stud_RollNo

* Inthis method of hashing, the resultant data bucket address will be always same.

0

34780

—

34781

34782

34783

DO 0 NN G e WN

0
TECHNICAL PUBLICAT!
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|
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"o That means, if we want to generate address for Stud_RollNo = 34789. Here if v,
use mod 10 hash function, it always result in the same bucket address 9, There wil] not
be any changes to the bucket address here. ; :

Hence number of data buckets in the memory for this static hashing remaing
constant throughout. In our example, we will have ten data buckets in the memory

" used to store the data.

Index Stud_RollNo

0 34780

. il 35111

34782

[

3 34783

4 34784

5 34785

6 34786 N

§ 7 34787

8 . 34788

9 34789

Table 4.11.1

o If there is no space for some data entry then we can allocate new o<,m.nm_o$ page,
put the data record onto that page and add the page to overflow chain of the
bucket. For example if we want to add the Stud_RollNo= 35111 in above hash table

then as there is no space for this entry and the hash address indicate to place this .

record at index 1, we create overflow chain as shown in Table 4.11.1. )

Example 4.11.1 O A e Ry ey 1
EofAueries arelikely T el ; AU : May-06, Marks 8
Solution : o

=

N il S s A s AP, b

* A range query cannot be answered efficiently using a hash index, we will have t0
read all the buckets. ‘ >

e This is because key values in the range do not occupy consecutive locations in the
buckets, they are distributed uniformly and randomly throughout all the buckets:

- TECHNICAL PUBLICATIONS® - an up-thrust for knowledge

ges of Static Imm:_am

pavanta@= = :
) It is simple to implemeny,

ANV. It allows speedy daty ,ﬁosmm :

Implementation Techniques

o_%%manomm of Static Imw_._:n

There are two major &mmaﬁ.:ammm 0

f statj 1
1) In static hashing, ms:n:mmrsm“

mxmn :..:dcmn
Mmber of Tecords g

there are

problematic situation ¢ the ny of buckets.” This will create a

TOw or m_.._ﬂbr .
€y makes it inefficient .

E— Open Hashing
,_,.rm open hashing is a form of static hagh;
shi : _
that means if the hash key returns the same mn“m e Viheh th colson e,
data record, then the next availab]e data
overwriting the old record. This ﬁmnramcm..

block i

Index | Stud_RollNo

0 10

an uphrust for knowledge
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The 105 is probed at next empty data block as follows -
Index | Stud_RollNo

Database Management mqﬁmau

0 10

¥

w

55

w

6 106

Advantages :
1) Itis faster technique.
2) Itis simple to implement.
Disadvantages :
1) It forms clustering, as the record is just inserted to next free available slot.
2) If the hash table gets full then the. next subsequent records can not be

accommodated.

XA Dynamic Hashing
* The problem with static hashing is that it does not expand or shrink dynamically as
" the size of the database grows or shrinks. : .
. Dynamic hashing provides a mechanism in which data.buckets are added and
removed dynamically and on-demand.

AU : May-04,07,18, Dec.-08,17, Marks 13

¢ The most commonly used technique of dynamic hashing is extendible hashing.

PRPR] Extendible Hashing

The extendible hashing is a dynamic hashing technique in which, if the bucket is
overflow, then the number of buckets are doubled and data entries in buckets are ¢’
distributed.

TECHNICAL PUBLICATIONS® . an up-thrust for »a,oimanm
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mxhav , .
n extendible hashing ﬁmnraa:m e
.. g :.mn:u . .
a__osam Fig. 4.12.1 : ™Y of pointers 1o bucket is used. Refer
— .
2
[— \l Um—& m:.Q AOH wNo
4| 12
— Ea Bucket A
00
01 1*
5 :
10 B EE Bucket B
1 2
’l
. AOQ
rectany LUU”_ Bucket ¢
2
| 7] Bucket D

|

Data Pages
Fig. 4.12.1 : Extendible hashing

+To locate a data entry, we apply a hash function to search the data we us last two

&%,a of Eme Hmvnm.m.mammos of number. For instance binary representation of

3%=10000000. The last two bits are 00. Hence we store 32* accordingly.

_,_._3:&: ovm_.m.no: ;

* Suppose we want to insert 20* (binary 10100). But with 00, the bucket A is full. So

~ We must split the bucket by allocating new bucket and redistributing the contents,
- across the old bucket E.a its split image. |

& For %:&,:.@ we consider last three bits of h(r).
in following Fig. 4.12.2.

* The redistribution while insertion of 20" is as shown

®. gn up-hust for knowledge
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: \58_ Depth -

Global Depth | 32t | 16 | BucketA " ["pecimal value Binary value |
\ . — . : , ’ 32 100000
2508 - S| _ 16 10000
00 :

01 P REREIERL 1 0001

% ; : 5 0101

1 \ / 29 : 011101

Directory Z _ _ L i .50 § £ Ea

100~ | .. 01010
2 , .
: .3 011
[ 7 |15 ] L Bucket D 7 N T N
i 15 01111
_ 4 : 100
g 2 g

. SplitImage i ¢ . 3+ - 12 01100

of bucket A - - -
4 | 12* _ 20* _ _ Bucket A2 20, 010100

Fig. 4.12.2 : During insertion process - :

The split image of blicket A i.e. A2 and old bucket A are based on last two bits i.e. 00.
Here we need two data pages, to adjacent additional data record. Therefore here it is
bmmnmmmg to double the directory using three bits instead of two bits. Hence,
¢ There will be binary versions for buckets A and A2 as 000 and ..Eo.
¢ In extendible hashing, last bits d is called global mﬁ.&r for directory and d is called

local depth for data pages or buckets. After Emmmo: of 20%, the m_ocm_H depth

becomes 3 as we consider last three.bits and local depth of A and A2 buckets

become 3 as we are considering last three bits for placing the data nmnoam. w&mn
Fig. 4.12.3.

(Note : Student should refer w:SQ values given in Tw 4.12.2, for understanding Ems\:e:
@3&55
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R 2 N/! Bucket A
000
001 |~ _
- [ .
010 ] E Bucket B
011
100 L
(101 x ”_”D Bucket ¢
110 A
Tr , :
- % Q.. |
Directory E. Bucket D
T[]

Bucket A2
Fig. 4.12.3 ; After insertion of 20

¢ Suppose if we want to insert 11*, jt Wm_ozmm to bucket w which is already full, Hence

let us split bucket B into old bucket B and split image of w as B2.
s The local mm_unr of B and B2 now becomes 3.

Now for _u:nWmﬁ B, wegetand 1= 001
11=10001

.. For v:,nrmm B2, we get
5=101:
29 =11101

and 21 =10101

After insertion of 11* we m_mﬁ the scenario as follows,

ions®-a1 uprstforkrowec?

TECHNICAL PUBLICA
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, Initially we assum,
5 g1oP 4 : Initially e the hagp, function baseq :
. tion- Sed on last ty, bit
func 1ts, of result of hash
[ 32 [ 16° _ Bucket A :.:om 8=1=001
3mod 8=3=011
3 i ] , 5 mod 8=5=101
000 n 2 Bucket B =0=000
1 1 8=0
001 = _—" _ _ |_ QEOQ
010 i ) oBommanooH
011 \ ; SBommu»qu
100 10° [ [ | Bucketc , 17mod 8=1=001
101 .
110 9 2 MmBommu» =100
il = . 7 _ 15 _ _ Bucket D The extendible hash table will be,
5 . g o
Directory . 2 _
w L ° <
4 | 120 ] 20 | | Bucketaz' | . SR ey . ww
3%
s | 20| 21 [ | BucketB2 yr». _\,9._,.:,.3.. 2
Fig. 4.12.4 : After insertion of 11* gi 4 i e i M. - | I ccnwm;
) o | iy o 9, = ] is o<mq.=oimm .
_.Wx.ﬂ_am.g The following key values are organized in an n«.«n:&.&n,.@a\c.:mw .:.r % e ] ¥10% |5 178588 _Sx%wamm_ Mw Mw_.wmn_e
{ technique. y 5 : Tl e meap
m.._ 3589121728, Show the extendible hash structure for this file if the hash function is |
hx)= T « 2 . 7
W x miod 8 and buckets can hold three records, Show how extendable hash structure changes s | T .
 the result of each of the following steps : . A B . | 2
.,N;mﬂn, ; , _ $ o R : N / 5
Insert 24 %
Delete 5 | :
Deletel2 . . : : . : : B In | . .+ size as 3. The above indicated
L i S i e e gnxm:nm,ém will extend the table by assuming the bit siz - .
e o
A will split based on 001 and 101
et i
+ TECHNICAL PUBLICATIONS® - an up-thrust for knowledge .
} i o8- an up-ust for kno
= | TECHNICAL PUBLICATIONS "= %%,




4-48 Implementatic, Too}
Database Management Systems Z?k ‘
3 DI.I\S\%S%SQ% Tochniques
2
‘au._ | . . looo/./ \ dmn. iEs
2. _ L . 200 AT w
cd .
. . i
001 1 : ] : st 718 ;
7 > : _ ——
17 . [ — M/
010 : : £ 20 >
: 011 v I
on . X . ;

5 \\ | | . _. aoo w. _ :

: 3 _ . y . ' : .
; 5 i ; 101
101 \ ‘ , pps v : 3
— Lo S Tl o | :

. 5 i

A At

e : 2 T R cd SR BTl - —

- B 2 S [

4 . mf B | 3 _

In Bl .
a) Insert 2 will be 2 mod 8 = 2 =010, If we no:mam_. last two digitsi.e. 10 then there 5 mez s b m 0 et £ ik i e silatl o s oo

; . 0

is no bucket. So we get,

But as this bucket is full we splititin two buckets based on digits 000 100.

TE , 4
CHNICAL PUBLICA TIONS® - an up-thrust for knowledge
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T Lot . 000 s [
DRI | . T

. 9,° I 2001 ¢
..oo._,. s LS 17 ¢ . 3 ) :

S010 R N0 et

o011

100

12,

101

110

111

o

o) . Delete 5: On am_mnbm. 5, we get one bucket pointed by 101 as empty. This will : : i nckatthene nmr -
also result in reducing the local depth of the bucket pointed by 001. Hence L (@ Delete 12 We will simply delete 12 from the correspondl & ven below -
B | | . be any merging of buckets on deletion. The result of deletion is as gt .

— < for knowledge
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ent Systems sders Simgg The bucket address tap)q _Implementation Techniques
Database Managem equired. The b
3 req ucket address tale js required.
8, The b
24 unnmmmﬁwﬂp: M_wa_.mmu table is used to
: et.
: B
001 ~ 1, . ;
u\\l 9 maE:: N 1= ynamic hash,
3 17 2 fechnique in database applications,
B,o 3 Describe briefly static and dynamic hashing,
1ia [2 _ . ain various hashing technigues,
: i mREN — - AU : May-07, Marks 8
on L i . B B Part Il : Query Processing ‘
: 3 . ED%Q Processing Overview _ AU : May-14,16,18, Dec.-19, Marks 16
) 10 TR = . + Query processing is a collection of activities that are involved in extracting data
28" . . from database. : .
= , + During query processing there is translation high level database language queries.
\ . into the expressions that can be used at the physical level of filesystem.
1 \ | '+ There are three basic steps involved in query processing and those are -
110 \ i 2 S 1. Parsing and Translation
4 | 3 , o In this step the query is translated into its internal form and then into relational
o ; \\ . algebra.
A : o Parser checks syntax and verifies nm_mmgm.
.O e T ol s<\f‘.~.m.,.,w|.n$.-(;&|‘r| R
Difference between Static and Dynamic Hashing v M.
Sr. No. Static Hashing Dynamic Hashing HAVIN % = : iy, s o Y
1. The number of buckets are fixed. The number of buckets are not fixed. .:5.: it will issue a wvsﬂmomom— mH_.OH.wawwmm. mm?m anw;,ﬂ . B
2. Chaining is used There is no need of chaining. ECTRolile Sy = S .
B[ O hashing and Closed hashing are | ~Extendible hashing and linear hashing B and
orms of static hashing, are forms of dynamic hashing. Th . —— ry is checked so0 that only correct an i/
4. S N : N ue . 3 o }
pace overhead s Zares Minimum space overhead due t0 Ve L3 aEEm this step the syntax of the q sing.
z 1 > . 0ces 4
s A file e —————| dynamic nature. . ed query can be submitted for further pr
- gt rmm_m_.mk”m : the performance of There is no degradation 11 .
ction decreases, performance when the file grows. -8

TEGHNICAL PUBLICATIONS® - an up-thrust for knowledge
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>timization {0’ rovide the relational-algebr, eXpressiq Y how to ¢valuate a query, we need
2, “Opiimpiza ;aluation plan is prepared from all t} . Iy t© P w to evaluate each O butalgg ¢, R
o During this process the query v aluation p p s 1€ Telationg) 4 ifying L OPeration, pq, th annotate it with instructions
algebraic expressions. . 7 ation of queries, WO query evaluation Plans ay " Purpose, using the order of
The query cost for all the evaluation plans is calculated. . %E : . balancectogo € Prepared. Thege are as follows
o Amongst all equivalent evaluation plans the one with lowest cost is chosen » bajance
o 0 . : .
Cost is estimated using statistical information from the database catalog, sy, Py . Mhatance 4 »
° the number of tuples in each relation, size of tuples, etc. & * balance<10gg
3. Evaluation . (account) anOH ;
) . . un

o The query-execution engine takes a query-evaluation plan, executes that’ plan,
and returns the answers to the query. - .
The above describe steps are represented by following Fig. 4.13.1.

Fig. ,A; 3.2: Query evaluation pjang

ioamﬁmm with each query evaluatiop Plan there is 5 qu b
gtimization selects the query evaluation plan having minim ssac“,n“ Nm o o
St

,, mmwwﬁ_%%cﬂ . Once the query plan is chosen, the query is evaluated with that plan and the result of
: : : e query is output.

review Questions

1. Brigfly explain about query processing. AU : May-14, 16, Marks 16
2. What is query optimization? Outline the steps in query optimization.

AU : May-18, Marks 13

w:.ﬂwﬂ mcm_cm ao: i Execution pian’ 1. Sketch and concise the basic steps in query processing. B AU : Dec.-19, Marks 3
XA Measure of Query Cost
* There are multiple possible evaluation plans for a query, and it is important to be
~ able to compare the alternatives in terms of their estimated cost and choose the best
Data . Statistics P lan. L .- :
about data * There are many factors that contribute to query cost are -

Fig. 4.13.1 : Query processing
For mxmgﬁwm -If Eﬂ mOH. query is, o —Ummx access

© CPU time to execute the query . SN

- R d parallel data
© Cost of communication in distributed and p rtant cost. Normally disk access is

ons. Moreover, the CPU speed is

. [} B .
tep 1 : This qu is firs : The isk is an 1mMpoO:
ik Y15 first verified by the parser and translator unit for correct syntax- If Cost of access data from dis

: » . o NE X . o :
_o then the a&mnw:w_ algebra expressions can be obtained. For the above given queries imcc.mq slow as noBﬁmHmm to in-memory mM_mM mvmam: disk is relatively dominant
aere are two possible relationa] algebra , Much faster than the disk mvmmm Hence the
( C O batance<1000( Toatance(account)) , | . . factor iy, query execution. . 1y harder, hence We will not consider
(2) Tatance (0 batancecioon (account)) . ; 3 Eonﬁ:m:m CPU access time is comparativey
®CPU time to execute the query-

TECHNICAL PUBLICATIONS® .
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> dvantages of Linear Search
o Linear search workg even

Implementation Techniques

.Database Management Systems . 4-56
Implementation Techniques : -

o Similarly the cost of communication does not matter for simple large databaseg -if Emnm
: i i
-present in the centralized database system. , For linear search, there jg gedll 310 selection eondifios oo
3 ' . . . " e eci
"o Typically disk access is the predominant cost and is also relatively easy to estimate - o Linear search works re to have Tecordsj e
S, i ’ mmun:mmm of i indj n the file j in ordered form
taking into account : ; ” i ices, :
. ' . inary Searc .
o Number of seeks x average-seek-cost %.2_53 >N h

o Number of blocks read x average-block-read-cost
o Number of blocks written x average-block-write-cost
Cost to write a block is greater than cost to read a block because data is read back ; . R
- after being written to ensure that the write was successful.

We use number of block transfers from disk and number of disk seeks to estimate o Cost of ~Onm~5m the first t E@_m by a bin

ary search on the blocks = (ogz(bx)]

the Query cost. - Where, X (tr+ts )
o Let, . . AL { b denotes number of blocks containing records from .
e : , v relati
o ‘b be the number to blocks , , | trisaverage time required to transfer 3 block of data, in s onr
D "V . e
9 [Sibetheumber ok : , tsis average block access time, in seconds 8:%
‘o t;is average time required to transfer a block of data, in seconds ST It th ESHult H d ’
33y % 4 . ere ar e records satisfyi Sy
o t,is average block access time in seconds- . ' ol p satisfying the selection add transfer cost of the number
| ~of blocks no:wm_b:_m records that satisfy selection condition
Then query cost can be computed using following formula b*tr+S*ts \ : , v :
= H Algorithm for mo_.msm Operation

E Algorithms for mm_momo:. Sorting and join Operations L\SERZII0CRUCIITE

{ External sorting

A 15.1 >_mo==.=: for Selection Operation - L i mozub s o
Y € da
For selection operation, the file scan is an Eﬁonma activity. _Wmm_nmcv\ Em scan is a nBnein 2o & s a s Mnmm on secondary memory is part by part loaded -
based on mmmnn?:m algorithms. These searching algorithms locate and Hmamsw ‘the records e Ty § cAn bedoneover there.
that fulfills a selection condition. ﬂm sorted Qmﬁm can be then stored in the EEE&EE files. ‘Finally these -
. inte %
Let us discuss various algorithms used for SELECT menwao: vmmma infilescan = o5k tmediate files can'be merged repeatedly to get sorted data.
Algorithm A1: Linear Search . * Thus huge amount of data can be sorted using this technique.
L}
e Scan each file block and test all records to see whether m.—m.% mmcm@ the selection d..m external merge sort is a technique in which the data is loaded in intermediate
condition . files. Each intermediate file.is sorted independently and then combined or merged
~ Cost = brblock transfers + 1 seek o get the sorted data. For example : Consider that there are 10,000 records that has
Where, to be sorted. Clearly we need to apply external sorting method. Suppose main ~
ds in blocks, with each block size of - -

SmBoQ has a capacity to store mco recor
So records. -

b: mm:o"mm number of blocks containing records from relation r
e If selection is on a key attribute, can stop on ?&5@ record
Cost, = (b:/2) block transfers + 1 seek

rust for knowledge
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10,000 records —ques

i.e. 100 blocks

Database Management Systems

500 records :
i.e. 5 blocks Disk
can be sorted

Output

Main memory

Fig. 4.15.1

The sorted 5 blocks wm.m. 500 records) are stored in intermediate file. This procesg .
be repeated 20 times to get all the records sorted in chunks.

In the second step, we start merging a pair of Egm&m»m files in Em main Memory o
mmnocau:ﬂmum.

_Multiway merge .
e Multiway merge sort is a technique of merging 'm'’ sorted lists into single sorted Jist.

The two-way merge is a spedial case of multiway merge sort.
Let us understand it with the help of an example.

Tape 1

Disk . Disk
Main memory . .
(2 - way merge)
Fig. 4.152 : Two-way merge
,,,mxm,iu_.w IREX] Sort the following list of elements using two way %&%w, sort with M=3.
20,47,15,8,9,4,40,30,12,17,11, 56, 28, 35. B AR e SN M
s e RN s SRR W e B S ol L

Solution : As M =3, we will break the records in the muorv of 3 and sort them. Then we
will store them on tape. We will store data on alternate tapes.

“Stage I: Sorting phase

1) 20, 47, 15. We arrange in sorted oamn.v 15,20, 47
,:Emum\.wc,.‘&.w_

st S B

TECHNICAL PUBLICATIONS® . ap up-thrust for knowledge

3) Read next three records, sor¢ i3 m w wig
40,30,12 — 12,30, 40 Ore on tape Tp1,

Tb1: ] - uum. NQ

25 a0 g

s
4)Read next three records,
17,11,56 — 11,17, 56

o
&

sort them anq store on tape Thy

T R g

el D

, mv. Read next two remaining records, sort them and store on T

28,35 — 28,35 e

402
At the end of this process we get : :
Tbi: 50200 47D W a0 e
Tho: Gl o e
Stage II : Merging of runs

 The input tapes Tb1 and Tb2 will use two more output tapes Tal and Ta2, for sorting.

Finally the sorted data will be on tape Tal. AT
To1: (st S o PRI IS
- e e R
Tb2: | e T Sofl R R
e are them and store
We wi read the elements from both the t2pes Tb1 and Tb2, comp : :
M Tats e
Talin Sorted order. R T
) . B w : Hm p < NQ\L-I!P%\NIE.&_
8 BT

Tal: | 4 sxt?r\.\.t
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Now we will read’second blocks from Tb1 and Tb2. Sort .Em elements and store on

Ta2. . ‘ . i e e e L s R

B

ra: R RO0E 0o

b i S S
e P e S i

the third block from Tb1 and store in sorted manner on ._.3 <<m will not

Finally read
Ta2 as there is no 9:& Eonw Hence we will mm”

compare this block 2::

Pt s - 3
§

L TR ..No : .,, »N»xw,.:nm,;,,twm.

Tal: s

SODRI SRS L S

P | 1 i o

£ .

Ta2: [ERTIRES12 SR 7R SO}

o £

Now compare first blocks om ,_,& m:m -Ta2 and mﬁonmmmmwm m_wﬂmam onTt Tbl.

B e 7 7 0 g s b v O

s

Th1: [ads ,_w_ o o7 Novawo

| SFERaCET PR SRR A

T e 3 o A ot ol b

e bR R llﬁ.!uam
.?Nu M 28 35

P PSSR R |

Now both Tb1 and Tb2 contains o&% single block each. Sort the elements ?oB both
the blocks and store the ammEn on HmH

TR R TIT T

Tal: {408 9 11 1 H.m 17

i e A

Thus we get sorted list.

Algorithm

Step 1 : Divide the elements into the blocks of size M. Sort each Eo,nw and eﬁ.:m. runs on*

disk. ; : . : A o : i3

mﬂv 2 : Merge two runs . ;
i) Read first value on each of two runs : i TR [ Ve |
ii) Compare and sort

iii) Write on o:ﬁﬁ tape.

Step 3 : wmﬁmmﬁ the step 2 and get longer and longer runs on alternate E@mm m:.&:% we -’

will get single sorted list.
>:m_<mmm : The m_moamd: requires _.omAZ\Zc Passes plus initial run construction pass.
o Emm:v« ,
1* tape contains N records = M records * N/M runs. °

After storing the runs on two tapes, each contains half of the runs

TECHNICAL v:mto\,dozm@ - an up-thrust for knowledge

o

). Wmnmwmmﬂ jvienr=o T T I vysiems

: 4-61 , i
Two tapes * glnmnoam be: Es* 1 Implementation .\..mgaitmm
: s 2NV =N
o After merge 1% pagg double gy records
€ length of runs, halve th
» Nalve the number of runs

:Two tapes + 2M —Tecords ryp, *w 1

2*(NM
o After merge 2™ pass ) Per runs = N recor. ae
Two tapes 4 M_records per Iun w 1 N,
2* 5
runs=N
o ' After merge S-th pass records
Two tapes *2°M records Per run

1/2°
o ~After the last merge, there wjj| wm oMF ) (112) (N/M) runs = N records

2M = N one run equal to whole file.
2 = NM
5 = log (NM)
OA”MMMM H“»\M\MMT pass the N nmno_dm are processed and we get the time noBme.MJ\ as
o The two way merge sort makes use of two 5@5 tapes and two output tapes for
sorting the records. 1 o

e It works in two stages -

Stage 1 : Break the nmnoam into block. Sort individual record with the rm_v of two input
mem

msmo 2: gmnmm the sorted blocks m:m create a mSm_m monmm file with the help of two
output ﬁmvmm

E Algorithm for Join Operation
* JOIN operation is the most time consurhing operation to process.
* There are Several m_mmnma m_monm:bm to implement joins
L Nested-loop join
2. Block nested-loop join |
3. Indexed nested-loop join R , -

4. zmﬂmm'_. Omb
m Hash.i
o stimate.
e ot particular algorithm i pased on cost €
Qﬁozm@ - anup-thrust for knowledge
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Algorithm For Nested Loop Join
This algorithm is for computing r s2®s .
Let, r is called the outer nm_mcob m:m s the inner —,m_m:o.m ‘ww the mozwia S0t

b T

T h

wo mau tuple t, Eﬂaovmqﬁ ;

; wﬁcﬁmn Emnogcﬁ - it
st BZ" HVSmmwhEmu‘mmﬁ@Bm_oBooR-Eou@ : ! el 5%
mﬂmmmu nwmu. add (¢, t)! to the —den. : 2 - ,

} 3 e T o ¥ et LY AT
3 - ¢ N i : s . Vit
Al
i Ao R S & A S 0z ATV

,‘/. v Kok e adl

!&L.lf&n.lht.‘\i\r. e

o This &monﬁg requires no indice

o Itis expensive since it examines every pair of tuples
ere is enough memory only to hold one block of each relation,

s and can be used with any rSm of join condition,
in the two relations.

o In the worst case, if th
the estimated cost is
e n,xb,+b, block transfers, plusn +b, seeks

If the smaller relation fits entirely in memory, use that as the inner relation
o Reduces cost to b, +b, _u_oow transfers mbm 2 seeks -
For example - Assume the query CU mHOZme > O%Umwm ?59 35 wzﬁ_uﬁm
only being CName) 7
Number of records of customer : 10000 order : 5000
Z:Bmm_. of blocks of customer : 400 order : 100
Formula Used :
(1) n, x b, + b, block transfers,
(2) n, + b, seeks
1 is outer relation and s is inner relation.
With order as outer relation :
n.= 5000 b,=400, b, =100 oy el et
5000 x 400 + 100 = 2000100 block transfers and
5000 +100 = 5100 seeks
With customer as the outer relation : )
n,=10000, b=100, b,=400
10000 x 100 + 400 = 1000400 block transfers and
10000+400 =10400 seeks

If smaller relation (order ) fits entirely in memory, :.m cost estimate will be :
b, + b, = 500 block transfers

TECHNICAL PUBLICATIONS® - an up-thrust for kno wledge
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; T e
yariant of nested-logp o Loop Join

plock 'of outer relation,

This algorithm is for , omput;
ng r

Let, r is called the outer s BIp g

sk la
m« T eac Eonw B’ omw amf{mwss W:a S Em :Em_. rel

: mo mmov anx w om s do

in S\EOT ev
€ .
¥ block of inper relation is paired with every

s,

».o mmo&?ﬂm« {5

wma
mﬂ.? n:om o&mﬂu

om—m

Ip...“.'l..!..nt..t.(.“... P by r “.. i
" Worst case estimate:b,x b, +1 (block ransers 2, el
% mmmwm

mmnr EOQA in the inner relation g is read on
Best case : v +b, block qm:mmmam +2seeks

nm for each Eonw in the outer relation.

(3) Merge Join
(% In this operation, both the relations are sorted on th
these sorted relations to join them.
¢, Only equijoin and natural joins are used.
* The cost of merge join is,

eir join attributes. Then merged

“«br + bs block transfers + [br /bv] + [bs/bo] seeks + the cost of sorting, if wm_mmobm are
unsorted.
(4) Hash Join .
* In this operation, the hash function his used to partition tuples of both the relations.
* h maps A v &:mm to {0, 1, ..., n), where A denotes the mnﬁwimm. of r and s used in the
join. .
* Cost of hash join is:
3(br+bs ) + 4 x n block transfers + N:? o] + [obe]) seeks
If Em entire build input can be kept in main memory no partitioning is required

Co
Stestimate goes down to br +bs.

/

 an up-thrust for knowledge
mtnbﬁozm@
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Review Question

L. With simple example explain the computing of Nested loop=join and block nested loop join.

cs - Cost Estimation

X3 Query O timization using Heuristi
. Query Op AU : Dec.-13,16, May-15, Marks 16

ZETX] Heuristic Estimation
o Heuristic is a rule that leads to least cost in most of cases.
Systems may use heuristics to reduce the number of choices that must be made in, 5

cost-based fashion. )
Heuristic optimization transforms the query-tree by using a set of rules that
typically t improve execution performance. These rules are

1. Perform selection early (reduces the number of tuples)

2. Perform projection early (reduces the number of attributes) "

3. Perform most restrictive selection and join operations before other mEEmH

operations (such as cartesian product). ) :

‘s Some m%mﬁ.Bm use only heuristics, others combine heuristics with

optimization.

partial cost-based

Steps in Heuristic Estimation

Step 1 : Scanner and parser generate initial query .Hmvnmmm.b»wmoz .
Step 2 : Representation is optimized according to heuristic rules
Step 3 : Query execution plan is &m<m._o~umm

For example : Suppose there are two relational algebra -
(1) Ocity="Pune” (Tlename Branch)s< Account e« Customer)

(2) Tiename(Gcity="Pune(Branchs4 Account p4 Customer))

'The query evaluation plan can be drawn using the query trees as follows -

TECHNICAL PUBLICATIONS® - an up-thrust for knowledge
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Cnameg

2 ok
iy |/
/\

Account Customer

b cty = “Pune” X

N\

Branch  Account

(b)

(a)

LR Fig.4.16.1: qu, ,
1 :Que
* QOut of the above mm<m5 m:mq R Ty evaluation plan

Fig: 4:16.1 (a) Umn.mcmm ~in Fig. 4161
Customer, whereas in Fig. 4161 (b) the io;
selected tuple for City="Pune” . Thy,

e s the output of ent; o I
more than the join for some selected ‘Put of entire table for join operation is much

tuples. Thus we get choose the optimized query.
'(BIF Cost based Estimation

e Acost imi i :

'+ Acos based o@ﬁn.znmn will look at all of the possible ways or scenarios in which a
~ query can be executed.
* Each scenario will be assigned a ‘cost’, which indicates how efficiently that query
~ can be run. N .
. .;mP the cost based o,vmumnﬁ will pick the scenario that has the least cost and
" execute the query using that scenario, because that is the most efficient way to run

the query.

* Scope of query optimization is a query block. Global query optimization involves
~'multiple query blocks. ,
no% components for query execution

O Access cost to secondary storage

(o]

Disk storage cost oty

o

Computation cost

o

Memory usage cost

© Communication cost

:ezme . an up-thrust for Kknowledge
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Implementation ﬂmn::..acou

« Following information stored in DBMS catalog and used by optimizer
o Filesize
o Organization
o Number of levels of each multilevel index
o Number of distinct values of an attribute
o Attribute selectivity
e RDBMS stores histograms for most important attributes

Review Questions

1. Explain query optimization with an example. AU : Dec,-16, Marks 8.

2. Discuss about the Join order optimization and Heuristic optimization algorithms.

, >C : May-15, Marks 16
3. Give a detailed description about query processing and optimization. Explain .the cost

estimation of query optimization. ; AU : Dec.-13, Marks 16 |§

IXE Two Marks Questions with Answers

Q.1 What is the need for RAID ? AU : May-13 §

Ans. : Refer section 4.1

AU : May-16

Q.2 Define Software and hardware RAID systems. , :
Ans. : Hardware RAID : The hardware-based array Bmlmmmm the RAID subsystem
independently from the host. It presents a single disk per RAID array to the host.
Software RAID : Software RAID implements the various EU levels in the kernel disk
code. It offers the cheapest ﬁOmmmEm solution, as expertsive disk controller cards.

Q.3 What are ordered indices ? A AU : June-09,Dec. -11,17, May-14
Ans. : This is type of indexing which is based on sorted ‘ordering values. Various

ordered indices are primary indexing, secondary indexing.

Q.4 What are the two types of ordered indices ?
Ans. : Two types of ordered indices are - Primary indexing and secondary indexing:

The primary indexing can be further classified into dense indexing and sparse indexing
and single level indexing and multilevel indexing.

Q.5 Give the comparisori between ordered indices and hashing.
Ans, :

(1) If range of queries are common, ordered indices are to be used.

(2) The buckets containing records can be chained in sorted order in case of ordered

{4) To reduce overflow records, a hash file is typically kept 70-80% full.

indices.
\

ﬂo:zﬁ&. PUBLICATIONS®- an up-thrust for knowledge
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Wm% K S.:W I
(&) Hash function assign cords having a specified value of the
Y <m~r—m
 of “next bucket § rand
[o) etin sorteq order og% to GCQAmwm This

a.6 Whatare the causes of Bucket
e

Ans. : Bucket overflow can oeey

(1) Insufficient buckets .

.m
number of buckets t, onncww the ¢

(2) Skew : Some buckets are assigneq
more r,

overflow even while ofhe. ecords

other b ) s than are other i

bucket skew. , tckets still haye space. This m.:w\ mo : ?:Mwn o
. . 1tuation is known as

otal
fumber of buckets there are insufficient

0.7 What can be done to redyce the oceurr,
organization ? .

disk block).

(2)The file blocks are divided into M e
bucketl... bucketM-1. Typically,
disk block.

qual-sized buckets, numbered bucket0,
abucket corresponds to one (or a fixed number of)

(3)In a hash file organization we obtain the bucket of a record directly from its search-
- key value using a hash function, h (K).

(5) The hash function h should distribute the records uniformly among the buckets;

Q.8 Distinguish between dense and sparse indices. AU : May-08, June-09

.>.._m. : Refer section 4.7.

Q. ther than a sparse index ? Explain <o=._. answer.

9 When is it preferable to use a dense indexra

Ans.: 1 Itis preferable to use a densé index instead of a sparse index when the file is

ot ‘sorted on the indexed field.

2 Or when the index file is small compared
Why is @ B tree us

to the size of memory.

ually preferred as an access

o How does B-tree differs from 2 B tree?

Stry
Qure to a data file ?
Ang

AU : Dec.-08

- Refer section 4.9. ie
for know
ICAL Emcguoz% anuphnst
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: es
Q.11 What are the disadvantages of B tree over B+ tree PP e
- Ans. : . '
(1) Searching of a key value becomes difficult in B-tree as data can not be found j, the

léaf node.

(2) The leaf node can not store linked list and thus wastes the space.

;

Q.12 Mention different hashing techniques.

Ans. : Two types of hashing techniques are - i) Static hashing ii) Dynamic hashing.

j

Q.13 List the mechanisms to avoid collision during hashing. 7 AU : Dec, 1¢
Ans. : Collision Resolution techniques are : (1) Separate chaining
(2) Open addressing techniques : (i) Linear probing (ii) Quadratic probing
Q.14 What is the basic difference between static hashing and dynamic hashing ?
AU : May-13, 15, Dec.-14, 15

Ans. : Refer section 4.12.

i

Q.15 What is the need for query optimization ? . |
Ans. : Query optimization is required for fast execution of long running complex
queries. :

Q.16 Which cost component are used most cdhhonly as the basis for cost function.
| " S R AR AU : May-17, Dec.-19

Ans. : Disk access or secondary storage access'is considered most commonly as a basis

for cost function.

Q.17 What is query executioﬁ plan? / . ne 5 "G .b B AU : May-17
Ans. : To specify fully how to evaluate a query, we need not only to provide the
relational-algebra expression, but also to annotate it with instructions specifying how to
evaluate each operation. This annotated structure is called query execution plan.

Q.18 Mention all the'operatio‘ns of files. v
“Ans. : Various file operations are - (1) Creation' of file (2) Insertion of data (3) Deletion
of data (4) Searching desired data from the file. ° ' '
'Q.19 Define d'ense}index. '
Ans. : Refer section 4.7,

i

1Q-20 How do you represent leaf node of a B+ tree of order p ? | SRR . : 0cc-

Ans. : To retrieve all the leaf pages efficiently we have to link them using page pointe™

The sequence of leaf pages is also called as sequence set. Refer Fig. 4.8.1. / v
| | _ gad
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5.1 DIRUTTCE DEC EM AU : Dec.04,07.16.17.19. May-03.06.14.16.17.19 Take 16

Definition of distributed databases :
e A distributed database system consists of loosely coupled sites (computer) that
share no physical components and each site is associated a database system.
e The software that maintains and manages the working of distributed databases is
called distributed database management system.
e The database system that runs on each site is independent of each other. Refer
Fig. 5.1.1.

Um.mvmmm

P =

Fig. 5.1.1 : Distributed database system
The transactions can access data at one or more sites.

Advantages of distributed database system
(1) There is fast data processing as several sites participate in request processing.
(2) Reliability and availability of this system is high.
(3) It possess reduced operating cost.
(4) Itis easier to expand the system by adding more sites.
(5) It has improved sharing ability and local autonomy.
Disadvantages of distributed nm,:mammo system ) )
(1) The system becomes complex to manage and control. | .

(2) The security issues must be carefully managed.

(3) The m%.mﬁB require deadlock handling during the transaction processing otherwise
the entire system may be in inconsistent state.

4) There is need of s tandardizati .
( Vm%mnmg ome standardization for processing of distributed database

TECHNICAL PUBLICATIONS® - ap up-thrust for knowledg,
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e _ §-3
pifference between distributeq DBMS ang i
or. Ummig_a D ntralized DBMS

No. . Centralized Uu?_\m\\l—
\.l\l\.‘."/Il
L The database files are stored at

mmcm—,m_&.:.nw__v~ diffe .
network. rent locations across the

Advanced Topics

The database is stored at centralized
location.

2. As data is distributed over the network | it

requires time to synchronize ol i A centralized database is easier to maintain

difficult to maintain and keep updated since all the data are
: stored in a single location.
X If one datab i
3 ase fails, user can have access to | If the centralized database fails, then there is
other database files.

no access to a database.

4. It can have data replication as database is
distributed. Hence there can be some data
inconsistency.

It have single database system, hence there
is no data replication. Therefore there is no

data inconsistency.

Uses of distributed system :
(1) Often distributed databases are used by organizations that have numerous offices in
different geographical locations. Typically an individual branch is interacting
- wlB.w—.w% with the data that pertain to its own operations, with a much less frequent
_need for general company data. In such a situation, distributed systems are useful.

(2) Using distributed system, one can give permissions to single sections of the overall

database, for better internal and external protection. .
(3)If we need to add a new location to a business, it is simple to create an additional

node within the database, making distribution highly scalable.

E Types of Distributed Databases
There wnm, two types of distributed databases

(1) Homogeneous databases
databases are :
g on them. Refer Fig. 5.1.2-

kind of database systems in which all sites have
¢ The homogeneous

identical software runnin

B, :u.SEm:o;:oionmc
JBLICATIONS® ="
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Usitet

MySQL
Database

MySaL
Databasg

z_<wor
Umﬁcmmm

_s<wo_.
Database'

Fig. 5.1.2: .:oaommsmo:m databases

o In this system, all the sites are aware of the other sites present in the system ang

’

they all cooperate in processing user’s request.

e Each site present in the system, surrenders part of its autonomy in terms of Em_.; to

change schemas or software.

¢ The homogeneous database system appears as a single system to the user.

ANV :m»m_.omm:mo:m databases

e The heterogeneous databases are kind of database systems in which m_mmnma sites
have different schema or software. Refer Fig. 5.1.3.

Site 1. |- MysaL
Database.

“site 2’

" DB2 Site 4
 Database. ,

Site 3 — | )

Oracle
Ralsbase

Fig. 5.1.3 :wnmauozmo:m databases
e The participating m:mm are not aware of on:mn sites vam.mma in the system.

e These sites provide limited facilities for noovms:os In transaction processing:

.

TECHNICAL PU ®
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¢ TFollowing is an architectypg f dj
i Ot dis

tri ;
Ined by eacpy site, ried databases. In this architecture the local

Fig. 5.1.4 : Distributed database m_.ns_»on.so

When user makes a Hmn_cmmﬁ for particular data at site Si then it is first searched at the
local database. If the data is not present in the local database then the request for that data
is ﬁ.mmmma to all the other sites via communication network. Each site then searches for that
data at its local database. When data is found at particular site say Sj then it is transmitted
to site Si via communication network.

EXE] Data Storage
" There are two mvvaomnrmm of storing relation r in distributed database -

Data Storage

: mm_ua.m:gm:
Fy i 45

Replication

! ies of data; stored in different sites, for
intains multiple copies.o . . :
1) Replication : System main
o : ! olerance.

” £ . . -‘.
mmmﬂmn retrieval and i itioned into several fragments stored in distinct

artl
2) mnmmuzmsgzoz : Relation i P

sites.

: t for x:oim%o
g.:oz.m@ -an :E:Ew
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CAKAN Data Replication

. ) splica ‘of a relation fragme
* ' Concept : Data replication means storing a copy of & e

in two or more sites.
e There are two methods of data rep
replication.

o Full replication : In this approach the entire relation 1s ¢ ) :
this mvﬁnomnr full redundant databases are those in which every site containg 5

lication — (1) Full replication (2) Partjqy

n is stored at all the sites, In

copy of entire database. . .
o Partial replication : In this approach only some. fragments of relation are

replicated on the sites.

Advantages : . \
(1) Availability : Data replication facilitates increased availability of data.
(2) Parallelism : Queries can be processed by several sites in parallel. -
(3) Faster accessing : The relation r is locally available at each site, hence data accessing
becomes faster.

I

Disadvantages : ay Jd

(1) Increased cost of update : The major disadvantage of data replication is ?Qmmmmﬁ
cost of updated. That means each replica of relation r must be updated from all the
sites if user makes a request for some updates in relation. ‘

(2) Increased complexity in concurrency control : It becomes complex to implement
the concurrency control mechanism for all the sites containing replica.

A KFY Data Fragmentation

* Concept : Data fragmentation is a division of relation r into fragments r1,12, 13,...,mm
which contain sufficient information to reconstruct relation r. |

* There are two approaches of data fragmentation - (1) Horizontal fragmentation and
(2) Vertical fragmentation. . . ,

.oHorizontal fragmentation : In this a
more fragments. If relation R is fra
these fragments back to R we must

oVertical mnmmu..mamm.o: : In this ap
one or more columns. If relation

pproach, each tuple of r is assigned to one or
gmented in r1 and 2 fragments, then to bring
use union operation. That means R =rl ur2

v.anF the relation r is fragmented based .on
Ris fragmented into r1 and r2 fragments using

Emﬁrmmm?mmamc .. .o:%
we must use join operation. That means R = SNMN mnr_no original relati

TECHNICAL PUBLICATIONS® .
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o For example - Consider fol
mEnmzzzo:ZP Marks

The values in this schema g

_o«ism relation r .
,City)

€ inserted 55

Roll
- ZO gmn—nw nmq
R10
R1 OM 55 Pune
66 Chennai .
R103
77 Mumbai

Fig. 5.1.5 : Student Sr_o
Horizontal Fragmentation 1 :

SELECT ™ FROM Student WHERE Marks >50 AND City~
Wewill get .

...r_ES | 5 [ Pune |

Pune’

i

Horizontal _u_..mm_s.mimzo: 2: .
SELECT * FROM Student WHERE Marks >50 AND City="Mumbai’

We s:: get

| R 7 | Mumbai |

Vertical Fragmentation 1:
SELECT * FROM RollNo

Vertical _.u_.mm.:o:nm:o: 2:
SELECT * FROM city

[ mo
[ s |
.

[ umbai |

. ® . gn up-thrust for knowledge
ﬂmnxzﬁgwhcmtg:o% an up:
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EE® Transaction Processing

AR Basic Concepts

o site can access or update data at othe,

istri , jon initiated at on . .
In distributed system transaction ini ' during transaction processing i

sites. Let us discuss various basic concepts use
distributed systems -

e Local and %ow& transactions :

Local transaction Ti is said to be local if
data at site Si only. :

Global transaction Ti initiated by site Si is said t
data at site Si, Sj,Sk and so on.

e Coordinating and participating sites : , P .

The site at which the transaction is initiated is called coordinating .m:m., The
participating sites are those sites at which the sub-transactions are executing. For example

" - If site S1 initiates the transaction T1 then it is called coordinating site. Now assume that

transaction T1(initiated at S1) can access site 52 and S3. Then sites 52 and S3 are called
participating sites. : ; - .

it is initiated at site Si and can access or update

o be global if it can access or update

To access the data on site S2, the transaction T1 needs another transaction T12 on site
52 similarly to access the.data on site S3,the transaction T2 needs some transaction say
T13 on site S3. Then transactions T12 and T13 are called sub-transactions. The above
described scenario can be represented by following Fig. 5.1.6.

Participating

Data
Site S1 sites'

T1

Coordinating access
sites

Sub-transactions

Fig.5.1.6 : Distributed transaction scenario
» Transaction manager :
e ftr io
- m:mmnn M manager manages the €xecution of theg ions (0f
subtransactions) that access data stored in 3 local site e transactio

TECHNICAL PUBLICATIONS®.
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The tasks of transactiop, man, . Advanced Topi
56 ager are -
(1)To maintainithe log for Tecoy,
(2) Participating in coordingty €Iy purpose.
at that site. & the concurrent execution of the transactions executing

o “Transaction coordinatoy
The transaction coordinato; coo

) rdinat . ; ;
Jocal and global) initiated at that sj es the execution of the various transactions (both

te.
The tasks of Transaction coordinator are

: (1) Starting the wxmncmoz of transactions that originate at the site.
(2) Distributing subtransactions at appropriate sites for execution

Let TC denotes ﬁm transaction coordinator and TM denotes the transaction manager,
then the system architecture can be represented as,

Transaction
coordinator’

Transaction
manager

salP

Computer A_

- Computer n

Fig. 5.1.7 : System architecture

FREF] Failure Modes

There are four types of failure modes, .
2. Loss of messages

1. Failure of site
3. Failure of communication link 4.

of failure in distributed system is loss or corruption of
The most common %m.?m:m mission Control Protocol(TCP) to handle such error.
Iessages. The system uses ﬁSGno:b which message is transmitted from one

Network vw&moﬂ

i jented
This is a standard connection oumnmo:
end to another using wired con®
CHNICAL Em:%:oz% - an up-thrust for §o§§.
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o ' If two nodes are not directly connected, messages from one to another must be

routed through sequence of communication links. If the communication link fails,

the messages are rerouted by alternative links.
e A system is partitioned if it has been split into two mccmwmﬁmEm. This is calleg
partitions. Lack of connection between the subsystems also cause failure. i,

distributed system.

5143 wo33= Protocols

Two Phase Commit Protocol . .
e The atomicity is an important property of any transaction processing. What is thjg

atomicity property ? This property means either the transaction, will meoEm,

completely or it won't execute at all. 3
e The commit protocol ensures the atomicity across the sites in following ways - -
i) A transaction which executes at multiple sites must either be nogb.:ﬁma atall
the sites, or aborted at all the sites.
ii)’ Not acceptable to have a transaction' committed at one m:m and aborted ‘at
another. o F
e Thereare go types of important sites involving in this protocol -
o One Coordinating site
o One or more participating sites.
- Two phase commit protocol . .
This protocol works in two v?wmmm i) Voting phase and 5 Decision phase.
Phase 1: Obtaining decision or voting phase

Step 1: Coordinator site Ci asks all participants to prepare to commit transaction Ti.
o Ci adds, the records <prepare
T> to the log and writes the

log to stable storage.

<Prepare, T>

Coordinating sj
oIt then sends prepare T. .Log : m%m
- —

messages to all participating ‘<Prepare T>
sites’ at which .H S:: get
mxmnﬁmm

.Avavm_‘m. T>
-~—

<Prepare, T> . E

Fig. 5.1.8

TECHNICAL PUBLI ®
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Step 2: C.vo:, recejyj tin
Ng mess,
if it can commit the transactiop, 8¢ transaction Bm:mmmn i e e o
o If not, add 4 Bnoa

<no T» : : T
site Ci, > tothe log and send abort T message to coordinating
- = lo
<Ready, T> - 82 s OO
Oooa_:m::n Axmm%.. ™
site
H L o> g
) S | ———"
<No, T>
Ammm%., T log
L84 | ——
-] <Ready, T>
Fig. 5.1.9 )
o If the transaction can be committed, then :
= Add the record <ready T> to the log
= Force all records for T to stable storage ,, Viren
3 = Send ready T message to Ci
' S2: |ol'
<Ready, T> : -] <Ready, T>
Coordinating
site
<Ready, T> [T log
O_ A AR TE M.L...,,m@.f,.v, <Ready, T>
<Ready, T> oe] 1. log
: S| =
.+ | <Ready, T>

Fig. 5.1.10

Phase 2 : Recoding decision phase
d of Ci received a read

aborted.

y T message from all the ,ﬁﬁm&ﬁmmbm
& T can be committe

o ise T must be
Alies on.rmﬁﬁ dds a decision record, <commit T>-or <abort T>, to the log and mom.nmm
¢ Coordinator adds a

e. Once the record stable storage it is irrevocable (even if
torage- .
record onto stable $ ks ol G

failures occur) ; : . .

—UBLICATIONS® -an Pt ol kncnviedge
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<Ready, T>
Coordinating

e site ] J log
log ..Q ¥ A‘Ih_.awms\l\ H <Ready, T>
<Commit, T>LZ
<Ready, T> : log
S4 <Ready, T>
Fig. 5.1.11

. NoS&FmSH sends a message to each participant informing it of the decision

(commit or abort) .
e Participants take mm.?.ovnmﬂm action locally.

— log
: S2 -
<Commit, T> <Commit, T>

Coordinating
site :

~log = <Commit, T> [ = log -
it To| | ST L | Skl <Commit, T>

<Commit, T> log
S4 - | —
<Commit, T>

Failure of w:m

There are various cases at which failure may occur,

(1) Failure of participating sites

e If any of the participating sites gets failed then when ﬁ&dnﬁmgm site Si recovers, it

examines the log entry made by it to take the decision about executing transaction.
o If the log contains <commit T> record : : participating site executes nm&o T
o Ifthe _om contains <abort T> record : : participating site executes undo (T)

- o.If the log contains <ready T> record : w&aﬁvmgm site must consult Coordinating
site to take decision about execution of qm:mmnaos T.

= If T committed, redo (T)
= If T aborted, undo (T)
o If the log of participating site contains no recorq then
before responding to H.nmwm_.m T message from coordina
abort T

that means Si gets failed
ting site. In this case it must

INICAL ®_ ; :
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(2) Failure of coordinato,
o If coordinator fails while

. the
‘sites must take decision 5 €Ommit protocol for T is mxmn:ﬁ:m then participating

bout
i) If an active Participayi €xecution of transaction T :

n
must be COmmitteq oy contains a <commit T> record in :m HoW then T
mmv If an active partici
be aborted,
iii) If some active part;
then the mmmmmmw“:wuﬂmgm site does not contain a <ready T> record in its log,
abort T. rdinator Ci cannot have decided to commit T. Can therefore

ating sj :
Pating m:.m contains an <abort T> record in its log, then T must

iv) If none of the above cases holds, then all
<ready T> record in their logs, but no ad
T> of <commit T>). In m& case active si
recover, to find dedision,

participating active sites must have a
ditional control records (such as <abort
ites must wait for coordinator site Ci to

Two phase locking protocol has blocking problem. .

What is EooE:m problem ?

Itisa mﬁwmm at which active ﬁmunn%wnbm sites may have to wait for failed nooHQSmSH
site to recaver.

The solution to this EoEmB is to use three phase locking protocol.

Three Phase 00:::: _uqonooo_

(. The three phase locking is an extension of two phase locking _u88no~ in szn#

eliminates the blocking problem.
¢ Various mmmE:uco:m that are made for mﬁmm wrmmm commit protocol are -

o No network partitioning.
o Atany point at least one site must be up.

o At the mostk sites(participating as well as coordinating ) can mB_ ;
o Phase 1 : This phase is similar to phase 1 of two phase protocol. That means
- Phase

t

Coordinator site Ci asks all wwaowm:coi :
"coordinator then makes the %Qwo:.m

. from all the participating s

* Phase 2 : In phase 2 82&.&&“ -
called the m.nm-SBBJ it decision

K) participating sites:

s to prepare to commit transaction Ti. The
ommit or abort based on the response
ites.

makes a %Dwo: as in Burmmm Commit which is
SBE: T>, and Hmnoam itin BEE&m (at least

dge
® _ gn p-thrust for knowfe
TECHNICAL PUBL! GATINS 7
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e Phase 3 : In phase 3, coordinator sends commit/abort message to all participating

sites.

 Under three phase protocol, the knowledge of 1?(2.::5: aon_w._osﬁ .nm: _u~m a.ﬂm..ua to

cominit despite coordinator site failure. That means if the coorc :% _:w si m.E case

gets failed then one of the ﬁ,&.ﬁ.n%m::m site becomes Em. coordinating .m:m and

.+ consults other participating sites to know the H.nm-no.s.s:n message 2?9 they

. ‘possess. Thus using this pre-commit message the decision about commit/abort jg
taken by this new coordinating site.

. o This protocol ‘avoids blocking problem as long as less than k sites fail.

Advantage of three phase commit protocol
(1) It avoid blocking problem.

Disadvantage of three phase commit protocol

(1) The overhead is increased. { -

K Query vmoommmmzu and Optimization

Distributed database query is processed using following steps — : 7 .

(1) Query Mapping :

e The input query on distributed data is specified using query language.

¢ This query language is then translated into algebraic query.

e During this translation the global conceptual schema is referred. .

¢ During the ‘translation some important actions such as :oﬁ.:%mﬁo? mb&v\mmm..mon
semantic errors, simplification are carried out then input query is Hmmﬁangﬁmm into
algebraic query.

(2) Localization :

"o In this step, the replication mm information is handled.

* The distributed query is mapped on the global schema to m\mvmnmﬁm @.cmamm on
individual fragments. . :

(3) Global O,:aQ Optimization : %E&Nmno: means selecting a strategy from list of
candidate @cmnmm which is closest to optimal. For optimization
computed. The total cost is combination of CPU cost I/O cost and ’

] ’ co
costs.

the - cost 1S -
mmunication

(4) Local O:m.Q Optimization : This .m.ﬂm_u is common to aJ] szm in distributed databasé:
The techniques of local query optimization are similar to those used. j entralized
‘systems. . e

.
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What are the Ns,:.o
Us features of gicr
| . S of distriby g database versus centralized database system?
2. Explain the architectyye
3. Explain about distribyy
disadvantages, -

4. Explain design of distribyteq databgse

ofa &&:..S:& database,

ed d

Alabases and theiy characteristics,
AU: Dec.-07, May-14, Marks 8, May-16, Marks 16
‘ AU : Dec.-04, Marks 8

ited databases.
AU : May-03, Marks 8

AU : zme.nw. Marks 13

Discuss homogerne
0US g
. 8 nd }&mﬁowm:%_a aaagma. reference to distribi

‘6. Discuss in detail aboyt the distributeq databases
7. What are data fragmentations 7 g ;

example. xplain various approaches for fragmenting a relation with
= , : . . AU : May-06, Marks 6
. 7 . ;
8. Explain in detail various approaches used for storing a relation in distributed databases.
: AU : Dec.-04, Marks '8, Dec.-19, Marks 9
1 NOSQL Databases

8 5.2.1] Introduction
¢ NoSQL stards for not only SQL.

* Tt is nontabular database system that store data differently than relational tables.
There are ﬁiocm types of NoSQL databases such as document, key-value, wide
column and graph.- 3 i i

..Gmgm NoSQL, we can maintain flexible schemas and these schemas can be scaled

easily with large amount of data.

E Need .

+ The NoSQL databas
_ 1) The NoSQL databases are often us
architecture.
2) The NoSQL databases aré used fo
ws.sngnmm and Eincn::mm data.

e Sn?wo_omw is usually adopted for following reasons -
ed for handling big datd as a part of fundamental

¢ storing and -modelling- structured, semi-

vith high availability, NoSQL is used. - -

: W tion of database v s A
o rorthe m?ﬁm”. mean is non-relational, s0 it .scales out better than  relational
4 L databa . : ications. §
: MTW @Zomnw..ba these can be designed 35 gk g ’ e
atabases ) : g
the NoSQL is used:

'5) For easy scalability,

® . ap up-thrust for knowledge
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E Features : .
1) The NoSQL does not follow any relational model. .
2) 1t.is m.:b,mn schema free or have relaxed schema. That
mwmn._mnnmmm:wnon of schema. )
3) Multiple NoSQL databases can be execute
:4) Tt can’ ?.A,unmmm both unstructured and semi
5) The NoSQL have higher scalability.

means it does not require
d in distributed fashion. X
-structured data. ,

'6) Itis cost effective.

7) It supports the data in the form of key-value ?.WF wide columns mbﬂ.mnwﬁrm.

[EEX] Comparison between RDBMS and NoSQL

Sr., RDBMS -

“No. |

L The relational database system is based
on relationships among the tables.

- L
It is non-relational database system. It canbe © &
used in distributed environment. &

2. | Itis vertically scalable. It is horizontally scalable.

3. | Ithas predefined schema. It does not have schema or it may have relaxed

schema.

4. | ItusesBQL to query the database. It uses unstructured query language.

It is document based, graph based or key-value

pair.

5. It is a table based database. .

It follows Brewers CAP theorem (Consistency,
availability and partition tolerance) -

6. | Itemphasizes on ACID properties
(Automicity, consistency, isolation and

durability)
7. | Schema s fixed o rigid. Schemais dynamic.” -
8. | Pessimistic. Optimistic .

9. mowEwm“ MySQL,Oracle, PostgreSQL. | Examples : MangoDB, BigTable, Redis. -

Review Question

‘ 1. What is NoSQL ? What is the need for it. Enlist various feature of NoSQL

TECHNICAL PUBLICATIONS® - an up-thrust for koo
wiedge
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KA CAP Theorem,

e Cap the i ,
.A p theoren ig also called a5 br
o The CAP theorem, is com Mbipmpins

;e prised
to distributeq data storeg of three components (hence its name) as they relate

o nonm_mﬁmnnw : All reads rece

gy g ive th : Y,
o ><B_mg=€ t All readg con e, ot 0 O SO i

tai e

o Partition tolerance . Th an data, but jt might not be the most recent.
(i.e.; maovwma vmammosmm mﬂmﬁmB continues to operate despite network failures

. , Slow A 3
connections between nodes.) network connections, or unavailable network
e The CAP theorein . . :

st s N )
ates that it is not possible to guarantee all three of the desirable

maowmnmmm- Oozmwmﬁmnnwm...
... \<&_m¢5mbam&a. i i
distributed system with data Hmwmnmwo: d e Ew o

Review Question

_‘H Write a short note on CAP SS»&:.

E Types of NoSQL Database
There are four types of NoSQL databases and those are -

1. Key-value store

:*2.¢ Document store
3. Graph based 4
Wide column store

Letus discuss them in mmma_.

E Key-Value Store .
. HAmv?S.&rm pair is the simplest type of NoSQL database.
o Itis Qmmmmsmm in such away to handle lots & data and heavy load. |
e In the key-value storage the key is unique and the value can be JSON, string or -

binary objects.
- e 'Forexample- '~ i ceommnrosees
wmnﬁwﬂosm.n‘. = it |
b (v, “namenirAniiteth G (R
{tidv2,name’iKavie} s

3 _ « o NS

Ry L
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’

Here id, name are the keys and 1,2, # Ankita”, “Prajkta” are the values corresponding

to those keys.

Key-value stores help the developer to store schema-less data . They; work best for

Shopping cart contents.
The DynamoDB, Riak, Redis are some famous examples of key svalue ST

N 5.4.2 | Document Based Systems
o ' The document store make use of key
« The document is stored in the form of XML and JSON. .
e The document stores appear the most natural among NoSQL database types.
o It is most commonly used due to flexibility and ability to query on any field.

value pair to store and retrieve data.

For example - 3 r SRRy

MongoDB and CouchDB are two popular document ommamm NoSQL database.

EXZE] Column m.mmmn Systems

e The column store model is similar to traditional relational database. In this model,
the columns are created for each row rather than having predefined by the table
structure. - . . . : s v

e In this model number of columns are not mxmm. for each record.

e Columns databases can quickly aggregate the value of a given no_&s,b..
‘e Forexample- = A& enigy-

Row ID " Columns... o o \J
1 : Name QQ . ., o |
Ankita : Pune
N P
Name City email
Kavita i
-Mumbai kavital23@gmail.com

The column store databases are widel
[ y used to manage data siness
intelligence, HBase, Cassandra are examples of column vmmmma datab BT T
abases,
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The mﬂmmu—a anmmvmwm is .
: : typicall . f Sao i 1
among the data elements i an imp Y used in the applications where the relationships

. ortant . i
The connections between i aspect.

m g i ’ i
' database, connections mnm.mﬂm?n_mmm”ﬁm are called links or relationships. In a  graph
em

ents of the database, stored directly. In relational
0 express the relationships.

, ents - - ?

1)  Node: The entities itself, For example - People, student.

2) ‘Edge: The Hmﬂmmo:mEv.m among the entities \ |

For example - : .

databases, links are implied, using datq ¢
The mnm.@r database has twg compon

appears for

.. Graph base database is mostly used for social networks, logistics, mﬁmm& data. The
graph databases are - Neod], Infinite Graph,OrientDB. :

B Database Security S
._.o Ummamob. : Database meE.Q is a technique that deals with protection of data
against unauthorized-access and protection. , . o el 1N
i< e Database security is an important aspect for any database management system as it

deals with sensitivity of data and information of enterprise.
. ; : i users from performing -actions on . the
e Database security allows or disallows ; P Ing i
database objects-
A E Security Issues
EXXE] Types of Security
: ing issues - . . —_
i dresses following . : . =
Database security addres . legal of ethical issues with respect to right to access
(1) Legal Issues : There ar i sensitive information is present in the database,
' a . NHB@ = :
information. For X rized person.
then it must not be accessed by unauthorized P
. ® thrust for knowiedge-
LICATIONS®.-an vP nowledg
qmnlzahr nc.m ;
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rganizational policies that tells

(2) Policy Issues : There are some government or 0
publicly.

what kind of information should be made available to access
it is decided whether security function should pe

(3) System Issues : Under this issue,
tem level or at database level.

handled at hardware level or at operating sys
(8) Data and User Level Issues : In many organizations, multiple security levels are
identified to categorize data and users based on these Qmmmmmnmmow.m.. The security
policy of oamwbmmmnms must understand these levels for permitting access to

different levels of users.

3] Threats to Database

Threats to database will result in loss or degradati
loss that occur due to threats to database

(1) Loss of Integrity :
e Database integrity means information must be protected . from improper
modification. :
« Modification to database can be performed by inserting, deleting or modifying the
data. v
o Integrity ‘is lost if unauthorized changes are made to data intentionally or
accidently. ‘

e If data integrity is not corrected and work is continued then it results in inaccuracy,
fraud, or erroneous dedision. .

(2) Loss of Availability : .

e Database availability means Bm_a.bm the database objects available to authorized
(3) Loss of Confidentiality :

e Confidentiality means protection of data from unauthorized disclosure of

. information.

* The loss of confidentiality results in loss of public confidenc

. " €, or ment Of
some legal action against organization. - embarrassment &

[EXE] Control Measures’

v o There are four major control measures used to provide security on data in database

TECHNICAL PUBLICATIONS® - an Up-thrust ‘o,~ knowledg
o

on of data. There are three kinds of .
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1. Access contrg]

Interface contro]

Flow contro] -

Data gémcﬁ

e

Access Control : The most co ; ) )

computer system. Generally EMS o mm.o_:q problem is unauthorized access to

malicious changes in the n&mvmnnﬁm is for obtaining the mbmoammnb or to make

include provisions for restricgiy . The security mechanism of a DBMS must
function, called access contro], g access to the database system as a whole. This

HMMW“MW mMu obdu.o_ Fla Emm:x.m _m used to provide the security to statistical

ke ; cunty problems. Statistical databases are used to provide statistical

information based on some criteria. These databases may contain information about
ﬁwﬁmn&ﬁ. age group, income-level, education criteria and so on. Access to some
sensitive information must be avoided while using the statistical databases. The
corresponding measure that prevents the user from completing any inference

channel. ,

e Flow Control : It is a kind of control measure which prevents information from
flowing in such a way that it reaches unauthorized users. Channels that are-
pathways for information to flow implicitly in ways that violate the security policy
of an organization are called covert channels. .

e Data Encryption : The data encryption is a control measure used to secure the
sensitive data. In this technique, the data is encoded using some coding algorithm.

encoded data will have difficulty deciphering

" An tmnauthorized user who accesses . .
it but authorized users are given decoding or decrypting algorithms (or keys) to

- decipher the data.

Im.m.s. Database Security and DBA
¢ DBA stands for Database Administrator,

the database system- oy
B i jvileges to
e DBAis Hmmmobm:u_m for granting w.n €5

Zro is the central authority for managing

users who want to use the database

DBMS which is sometimes called as system or
capabilities that are not made available for

system.-

« The DBA has a DBA 3

unt. It provi
unts and users.

ount in the
des woim_‘?_
superuser acco
regular database acco

<®-an E..SEQQEoiw&m
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o DBA makes use of some special noaim.bmm that perform following type of actiong . .

1. Account Creation : This command helps in creating a :.02 account and passworg
for a single user or for group of users. :

2. Privilege Granting : This command allows the DB

rivileges
A to grant p ges to certajp, test3.com

accounts. ; s, Amxmocﬁ.ﬂmmav
3. Privilege Revocation : This command allows the DBA to cancel the privileges t, 1/ -

* certain accounts. . ‘ . Mwmmwﬁm read, w_mww_ww_ M_unh_uw
4. mmn—ia\ Level Assignment : This action assigns user account to the appropriate . . : : . p

Fi
security clearance level. '9. 5.7.1 : Access matrix model

Discretio .
Thus the DBA is responsible for the overall security of the database system. . nary Access Control allows each user or subject to control access to their

own data. - :
B Access Control wmmmn on v:s_mmmm or U.mnaco:mé >oommw oozﬁ_.o_ : - e InDAG, owner of resource restricts access to 9 , based on the identity of
. e resources based on the identity o
.o Discretionary Access Control (DAC) is a access control EmnrmEmB cmmma on users.
privileges. . . . , E - o DACis Jﬂ:nmcw the default access control EmnrmEmB for most mmmwnomu owmnmgm
Types of discretionary wnammmm The DBMS must @HoSmm selective access to mmn: ' systems.

relation in .Em database on specific accounts. This selective access -1s-known as
. privileges. There are two levels for assigning privileges for using Database systems
and these are- )
o ' The account level : At this level, the DBA specifies the particular waw&.mmmm that
each account holds independently of the relations in the database.
o Relation(or table) level : At this level, the DBA can control the privilege to
access each individual relation or view in the database.
-For granting the privileges, the access control mechanism follows an. mcﬁronNmnob
model for &mﬂmaozﬁ privileges’ known as the access matrix model.

The access matrix is a table S:E rows and columns. # defines the  access
vmnEmm_oE

o Therowsofa Bmﬁx M represent subjects. ?mmnm\
o The columns Hmvnmmma objects (relations, records
o mmnr position M(j, j) in the matrix re \

update) that subject i holds on object
o For example -

mnnoc:a\ ?omnmamv
columns, views, o_umnmso:mv

presents the Jﬁmm of privileges (read, writé:
_

TECHNICAL PUBLICATIONS® . ,
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follows -

Each resource object on U>n based system has Account Control Emw 305 .
associated with it. o
An ACL contains a list of users and groups to which the user has permitted access
»ommnrmn with the level of access for each user or group.

For example - The ACL is an ogma centered description of access dem as

‘test1.doc: {Prajka: read)

test2.exe: Tyb_am: execute}, {Prajkta: execute}

nmmnw.,noan {Ankita: execute, read], {Prajkta: execute, read,write} .,
s determined during Access Control List (ACL) m.:EonNmmoz and

tification mb&ﬁ group membership-. :
set access permissions for resources which they already

Object access i
based on user iden
Under DAC a user can only

.05. . ~ :
: n—ﬂmmﬂm— user > nmgoﬂ %mbmm Eﬁ access n°=q°~ »:— a m —m. n—dﬁﬁ is

owned by user B. Us

oi:m.‘ . ‘ . .
C y transfer object ownership t0 m:o?mn &ﬁ@
ser ma ‘ .

A can, however, sef access permissions on a file that he/she
er g et

HNICAL o LIGATIONS®.- an up st forKTowacs
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er users-
' User maydetermine the access tyPe e 1 model
. model.
e The DAC is easy to implement access control ¥
Advantages : : .
(1) Itis flexible. . ‘
ha At jght management: .
i d efficient access 1§ ) .
(2) It has simple and dd more users without any complexity.

‘3) Itis scalable. That means we can a

Disadvantages :
(1) It increases the risk that data ¥

“necessarily:be given access.
information flow as one use

vill be made accessible to users that should o

: r can transfer ownershj
(2) ‘There is no control over ship to

another user.

EX] Role Based Access Control ,
e Tt is based on the concept that privileges and other permissions are associated with

organizational roles, rather than individual users. Individual users are:then

assigned to appropriate roles. .
e For example, an accountant in a company will be assigned to the Accountant role,
gaining access to all the resources permitted for all accountants on the .m%mSS.
Similarly, a software engineer might be mmmmmwm& to the Developer role. .
e In an RBAC system, the roles are centrally managed by the administrator. The
administrators determine what roles exist within their companies and then map

these roles to job functions and tasks.

* Roles can effectively be implemented using security groups. The security groups aré
created representing each role. Then permissions and rights are assigned to these
groups. Next, simply add the appropriate users to the appropriate security group%
depending on their roles or job functions,

o A _tmma can have more than one role. Ang more than one user can have the sam®

role. : ;

e Role hierarchies can be used to match natura] rela

tion . mple-
‘A lecturer can create a role student ang e s between roles. For examp

i 0 "
privilege “read course material”-

al = Iz s i ;
» also known as non &mﬂmmozw@ access no=:o_

e RBAC security strategy is widely used
k b T of
commercial and off-the-shelf products Y most organizations for va_oﬁﬁma

o Role Based Access Control (RBAC)

TECHNICAL PUBLICATIONS® .
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Advantages :
@ . e Security is ‘mo

sensitive Fmonsmm
organization,

Te ‘easi A
mmm;% main

on b tained by limiting unnecessary access to

ased on each user's established role within the

(2) “All the roles cap, be alj

users can do thejr _.ocwm:ma with the organizational structure of the business and

more efficiently and autonomously.
Disadvantages ;
(1) Itis necessary to understand

" be properly assigned. each zmmim. gnmonmmn% in depth so that roles can -

2) If roles are i . ,
@) ot assigned properly then inappropriate access right creates security
severe problems for database system.

X saL Injection

o mﬂﬁ mé.m.nno: mmwsmamnc%m&mnmoz nmnramnmﬁrwﬁammzameO.%nrm
databases. : : ;

~# In this technique the malicious code in SQL statement is placed via web page input.
These statements control a database server behind a web application.

e Attackers can use SQL injection vulnerabilities to bypass mﬁvznm.mob. security
measures. They can go around authentication and authorization of a.web page or
web application and retrieve the content of the entire SQL database. They can also
use SQL injection to add, modify and delete records in the database. _

. >b mOH. injection vulnerability may affect any website or web application that uses.

" an SQL database such as MySQL, Oracle, SQL Server or others.

How SQL Injection Works ?

‘e To make an SQL im&o:. attack, an attacke erat
within the web page.or web mvﬁznmmo? A web page or web application that has an

. i input directly in'an SQL query. The
injecti rability uses such user inpu
SQL injection AEW ut Mwama. Such content is often called a malicious payload
mamnwmnw an_ crea Mom Mﬁ, attack. After the attacker sends this content, malicious SQL
and is the key par . :

; d
~ ‘commands are mﬂmncm”wmmm ihat was designed to manage data stored in relational
e SQL is a query lan

, + to access, modify and delete data. Many web applications
databases. You can use data in SOL databases. In'some cases, you can also use
and websites storé all Em@mnmm:m system commands. Therefore, a successful SQL

o o
SQL commands to ruf!

o conse uences. -
Injection attack can have very B .

T E,Fﬂ first find vulnerable user inputs

in the database.

®_an %.SE& for knowledge
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» Example of SQL Injection

o Following is an example of S

o

[e]

. access to the database. e

Eouﬂnnﬂnmn.MOmeﬁ._mwmnmwima_ o
: wamﬁnwnmnnmmsa.woﬁ_.vmmmioa._ e
" query="SELECT id: FROM users WHERE usemame=

OH,L injection vulnerability works mno.cbm a simple

1ds - One for user name and another fq,

web application having two input fie

password.

This example has a table named. users with the columns username 85.

password - I ——

B —— ,

» o4 yname +"? AND

il : ' password =" ....*..bmmmia.k.f,:..
databass,exeCute(qUETY) i th th Al UG

Here the two input fields - One for user name w.:@ another Mon. password is
vulnerable to SQL injection.

The attacker can attack using these fields and alter the SQL-query to'get ‘the

They could use a trick on password field. They could add
OR1=1

m.nm»mBm:m to the password field.

As a result the n:m.Q would becomes (assuming username as ‘userl’and
password ="password’) - 1

SELECT id FROM users WHERE username="user]' AND password="'password'
OR1=1 3

Because of OR 1 = 1 statement, the WHERE clause returns the first id mnoB. m,._m
users table no matter what the username and password are. That means even-if.

we enter any wrong username or password still the query will .mmﬁ executed

because of OR 1 =1 part which comes out to be true..

The first id is returned by the above query for users table and we know m.x: the

first id is :on:m:% administrator. In this way, the attacker not only bypasses
authentication but also gains administrator privileges.

How to prevent mo_... injection ?

e The only way to prevent SQL injection is to validate every input mm_m

o Another method is to make use of parameterized query. This parameterized query

is called prepared statem
directly. ,

mdr By this ways, application code never use the input

e The Web Application Enmimzm (WAF) are also used to m.zm_. out the mOr

\

TECHNICAL PUBLICATIONS® - an up-thrust for knowledge

pdalabiast Vianagement Syste
ms

| Review Question

- The statistical datab,

s / G

Write short note on SQL injecti
ion,

ation is 4 Sot of £ .
0
The statistica]- ftuples of o table that satisfy some selection criteria.
tain the confidential data about individuals. For
; bout government agencies is a statistical database.
ase securi ! )

A o ty helps in protecting the sensitive information
present in the statistical databage from user’s access i .

a

database m
example - The ¢ % con

atabase System a

Users are permitte ‘ ,
e OSM i d to use some portion of statistical database. He/she can not have
€ complete database system. For instance - In an employees database,

_any user 1s not permitted to access the information about employee’s salary.

mwmmmmnm_ aggregate functions such as COUNT, MAX,MIN, AVERAGE .mbn

- STANDARD DEVIATION are used in the queries which are called as statistical

queries.
dum.. possibility of accessing individual information, from - statistical queries is
reduced by following ways - . i

o No statistical query is’ permitted whenever the number of tuples in the
population specified by the selection condition falls below some threshold.

o Prohibit mmmsm:.nm of queries that refer Hm.vmmnm&% to same population of Em._mm.. |

o Partition the database. That means records are stored in maorvm of some

minimum size. The query can refer to any complete group but never to subsets

of Hm,no&.m within a group.

E _u_oi Control

Flow control is.a mechanism that regulates the flow of information .among

accessible objects.

A flow between two objects b and oby
obj1 and writes values t0 the objéct obj2.

i i ined in one object should not get
. t the information containe i ld not g
The flow control.checks tha .
transferred to the less prot -
The flow policy specifies the

move.

j1 and obj2 occurs when program reads values from

ected object. T "
annels along which the information is allowed to

: ® thrust for knowledge
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2 on - Confidential(C) any

> Theisimple flow policy specifies,two classes ﬁ.vm m:monsmnnm information flow frop,
non confidential(N). According to flow policy only :

confidential to non confidential class is not allowed.

LA KRN Convert Channel

e A covert channel is a type of attack that cr
objects between processes that are not suppose:

; i the security or the policy-
e .This convert channel violates the pass from higher classification leve] tq

eates a capability to transfer information
d to be allowed to communicate,

e The convert nrmzb_m_.m:oim information to

lower classification level through improper means. : i £
The security experts believe that one way to avoid conver 15, tor
e .

wnomnmgmnm to not gain the access t

o sensitive data.

- IBXH Encryption and Public Key Infrastructures

T TR oy

 Ciypiology is a technique of encoding and decodin
| cannot be understood by anybody except the sender an

There are various encoding and decoding schemes which are called as encryption
schemes. The sender and recipient of the message decide on an encoding and decoding

scheme and use it for communication. . .
The process of encoding messages is known as encryption. The sender sends the

original text. The original text called plaintext, The encrypted form of Em.w..;mxn it is called
as ciphertext. This encrypted text travel through the network. When it Hmmn.rmm at the
receiving computer, the recipient understands the Bmma,.mdm and decodes the message to
extract the correct meaning out of it. This process is called as decryption.

Sender "Plaintext .|VO|' Ciphertext |VO|Y Plaintext

Encrypt’ Decrypt

Recipient

Fig. 5.12.1 : Encryption and decryption process

The sender applies the encryption algorithm and recipient applies the decryption
algorithm. Both the sender and the receiver must agree on this algorithm for any
meaningful noSB.canmmoP The m_moam:: basically takes one text as input and vnom\cnmm
another as the output. Therefore, the algorithm contains the intelligence for transforming

message. .

TECHNICAL PUBLICATIONS® - an up-thrust for knowledge ~ °
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F
o M_. example ; ¢ Wwe want to send sg
ody except the friend should be ,

encoded using so
follows —

Me message through an e-mail and we wish that
ble to understand it: Then the message can be

me inte]]j
gence. For example if the alphabets A to Z are encoded as

. i
N<x>m0<<< r_szo_uoxch<<<x<N
K

U ——

That
o m“ ”mm:m last three letters are Placed in reverse
ght manner, no:z:E:m this loui
the message gic the A to Z
“SEND SOME MONEY~
it will be
QBSA QRTB TRSBN
This coded message is called cipher text,

There are variety of coding methods that can be used.

order and then first three letters are
letters are encoded. Now if I write

N VAN Types of Cryptography

decryption of messages. Hence both parties must agree upon the key before an

.r.mbm:mmmmob begins and nobody else should know about it. At the sender’s m:&.,\ the w@ MM
used to nrmbmm the original message into an encoded form. At the receiver’s end swmbm. the
same key the encoded message is decrypted and original message is obtained. Data
Encryption Standard (DES) uses this approach. The problem with this approach is that of

, Wm%. agreement and distribution.

2. Asymmetric key ,mso._%uzo: : Itisalso known as public key encryption. In this method,
different keys are used. One key is used for encryption and other key must be used for
decryption. No other key can decrypt the message-not even the original key used for
encryption. . , .

One of the two'keys is known as public key and the other is the private key. Suppose
there are two users X and Y. The X wants to send a message to Y. Then ; ,

« X will convey its public key to Y but the private key of X will be known to X only.

e Y-should know the private key of Y and X should know the Y’s public key. -

TECHNICAL PUBLICATIONS® - an up-thrust for knowleage
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of all X encrypts the message using vi

When X and Y wants to communicate:
X knows the Y’s public key.

firct
1. If X wants to send a message {0 Y, then ?mnr t
public key. For that purpose it is necessary tha

251X theg senide s mwo%am ﬁﬂ ts X's message. Note that only Y knows p
s private key, ; MMWMmQ%ﬁ the message using X's public key,

using X's public key Y will encrypt g, |
X. On the other hand, X will use jg ~
1 not know the vzcmmm

.3. Now using Y’
private key. It is not possible fo

4. When Y wants to send a message to X then

n.ﬂmmmmmm and will send the encrypted message to e
own private key to decrypt this message- Here wmwﬁ $,:

g wm% of X.

% ¥¥] Digital Signature i.:ﬁe,.ii.a — .
PR aigital signarice s a mathematical scheme for demonstrating the atithenticif
&m_ al messageor document. If the recipient’gets ‘a messa msmg digital
signature then he believes that the message was created by a known sender.
Digital signatures are commonly used for software distribution, financial transactions,
and in other cases where it is important to detect forgery or mmnﬁma:m. :
When X and Y wants to communicate with each other .

1. Xencrypts the original plaintext message into ciphertext by using Y’s public key. ,ﬁ
2. Then X executes an algorithm on the original plaintext to calculate a Message

- Digest, also known as hash. This algorithm takes the original Emm:ﬁmxﬂ in the binary

format, apply the hashing algorithm. As an output a small string of binary digits
gets created. This r%?.:m. algorithm is public and anyone can use it. The most
wowEmﬁ message digest algorithms are MD5 and SHA-1. X encrypts the message
digest. For cd.m\. it uses its own private key. v

3. X now combines the ciphertext and its digital si . |
: igital signature (j e ||
digest) and it is sent over the network toY. T A TRl meses __

4. Y receives the ciphertext and X’s digita] s :
; gital signature, Y , '
first decrypts ciphertext back to Eaamxm”: has to decrypt both of these. Y

! For this, i . i ;
_Thus,Y gets the message itself in a secure man e own PrveR g ll

nner,

own private key. Therefore, Y uses X'
signature.

® Public key for decrypting the digi®”

I.l\
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O.ImmT m_ . . .
: moD:.E:o mm:mam»mﬂrmn..mmmmmm&mmmn mmﬁnw:a. ;mnmmoa\%nmnm_mo:mm
7. Now the \ )
simpl QMm o=th0 message digests one created by X and other by Y. The Y now
Smmmm% vaa.mm the two message digests. If the two match, Y:can be sure that the
&€ came indeed from X and not from someone else.-

Thus with digita] s; : .
1gital signature confidentiality, authenticity as well as message integrity

is assured.

The other i . : ;
¢ Other important feature supported by digital signature is non-repudiation. That

Hm\.m mm:an cannot refuse having sent a message. Since the digital signature requires the
private key of the sender, once a message is digitally signed, it can be legally proven that
the sender had indeed sent the message. ’

Review Question : ’ .

1. Explain in brief the concept of digital signature.

EXH Challenges

Following are the challenges faced by the database security system -

(1) Data Quality . .

e.. The database community need the solution to assess the quality of data: The mcwm@
of data can be assessed by a simple mechanism such as quality stamps: that are

posted on web sites.
o The database community may rieed more effective technique of integrity semantic

.+ verification for. accessing the quality of data.
e Application level recovery techniques are also used to repair incorrect data.

(2) Intellectual Property Rights

o Everywhere there is increasing use of internet

and intranet. Due to which there are
un-authorized duplication and distribution of the contents.

chances of making :
' tal watermarking technique ‘is used to protect the contents from

Hence digi

unauthorized access or ownership. ;
eeded to develop the techniques for preventing intellectual

However, research is n
property right violation.

: TECHNICAL PUBLICATIONS® -an up-thrust for knowledge
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(3) Database Survivability

Q.4 What are the advantages of distributed databases ?

¢ Itis desired that the database systems must continue to work even after information An
s.:

warfare attacks.
(1) There is fast data processing as several sites participate in request processing:
(2) Reliability and availability of this system is high.

(3) It possess reduced operating cost.

* The goal of information warfare attacker is to damage the organization’s operation,
* Following are the corrective actions for handling this situation -

o Confinement : Take immediate action to eliminate attacker’s access to the i

system. Isolate the affected components to avoid further spread. | (yeieieasicrioiexpand the slemibl edding moesites!

(5) It has improved sharing ability and local autonomy.

o Damage Assessment : Determine the extent of problem.
5 zmnonmmﬁmmon : wm.nozmmﬁmmos o the s be opilaai i Q.4 List out the reasons for development of distributed databases. AU : May-06

degraded mode while recovery is going on. Ans. : Following are the reasons for development of distributed databases - .

— RN

(1) To control the data present at geographically different sites.

.0 Repair : Recover the corrupted or lost data by repairing or 3?&:5@ the

L . . M (2) To obtain highly available and reliable data processing systems.’ .
oF : . . b )’ 4 ] ,ﬁ i . .
ault treatment : Identify the weakness exploited in the attack and take steps to ,, Q5 m_zmasnm between homogeneous and heterogeneous schema.
prevent a recurrence. V- A
| Ans.:

Review Questions Sr. No. ; - Homogeneous Schema | § Heterogeneous Schema
F Explain various hallenges fied by datane A ) : 1. It contains identical software. It contains a_mm_.wwﬁ software.
E Two Marks Q ; _ 2, It shares global schema. It has different schemas.

0 Marks Questions wi . A :
. : 1S With Answers _‘ , 3. Each site provides part of its autonomy in Each site maintains its own right to

Q.1 Define distributed database management system, \ m terms of right to change or software. change the schema or software.

Ans. : i : o -

s. : A distributed databage System consists of loosely coy led { 4. Due to same schema there is no problemsin | Due to different schemas, there are lot
. JONpECs query processing. of problems in query processing.

Q.6 ‘What are the advantages of fragmentation ?
Ans.: (1) It allows parallel processing on fragments of a relation.
.9 It allows a relation to be split so that tuples are located where they are most

frequently accessed.

Q.7 Give an example of two phase commit protocol.

Ans. : Refer section 5.1.4.3. .

fragmentation, "= i : i : W . . . . Qaaq

Example - Refer mmnmo: m;.w.n.
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SOLVED MODEL QUESTION PAPER
[As Per New Syllabus]
Database Management Systems

TECHNICAL PUBLICATIONS®

= an up-thrust for _soio&o ¢

m.mﬂ.—&mwmn -1V (CSE / IT / CS&BS)
Time : Three Hours] , [Maximum Marks ; 100

Answers ALL Questions
PART - A (10 x2=20 Marks)

Q.1  Whatis database management system ? Why do we .=mm& aDBMS?
¢ .Qw&o_. Two Marks Q.1 of Chapter - 1)

Q.2  Define data independence. (Refer Two Marks Q.27 of Chapter - 1)
Q.3  What is an entity ? (Refer Two zw_.ru. Q.4 of Chapter - 2)

Q.4 Explain atleast two desirable properties of decomposition.
(Refer. Two Zmz.rm Q.18 of Chapter - 2)

O.m What are ACID properties ? (Refer Two Marks Q.4 of Chapter - 3)

Q.6 What is the difference between shared lock and exclusive lock ?
(Refer Two Marks Q.15 of Chapter - 3)

Q.7. What can ‘be done to reduce the occurrences of bucket overflows in a hash file
organization ?  (Refer Two Marks Q.7 of Chapter - 4)

Q.8  What is query execution plan ? (Refer Two Marks Q.17 of Chapter - 4) .

Q.9  Give anexample of two phase commit protocol.
, (Refer Two Marks Q.7 of Chapter - 5)

Q.10 What are the advantages of. \.E%:mia:e: ?
(Refer Two - Marks Q.6 of Chapter - 5)

PART- B (5x 13 = 65 Marks),

Q.11 a) i) Explain R\mxmi& integrity rule.  (Refer section 1.11.2) . n
ii) Write short note on.- Data model. (Refer section 1.4) : (6]
OR -
b) i) Consider the following Schema : . :

Suppliers(sid:integer, sname:string, address: string)

Parts(pid:integer, pname:string, color:string).

Catalog(sid:integer, pid: integer, cost:real) o .
The ».M, fields are underlined and the domain of each field is listed after the field name.

C(M-1)
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; ; id together form the
Therefore sid is the key for Suppliers, pid is the key for Parts and .qi.mzn. .\w_«“ an;.. f
key for Catalog. The Catalog relation lists the prices charged for paris )
Write the following queries in relational algebra : .
Find the sids of suppliers who supply some red or green part. LS .
Find the sids of suppliers who supply some red part or arc at .N N I WM.\.M\ ov.“::v_a 1.13.12) [7)
Find the pids of parts supplied by at least two different suppliers (

~Q Xp ain group @t and \Rﬁ:.:%w clause. Qﬂ&?-. section —.mh.mv 6
. S rai .QNKQE.QE h:& WQRQ.Q:.NQ:.QS
O.HN a) Q m.xmihma,sc.\& uitable m.ﬂﬁ%NN. the constrainis O«\%ﬁuﬁ< ] — — ,

] modeling. (Refer section 2.4) . . ,
e i) EMQMM aggregation in ER model ? Develop an m.w &Sm am :.uﬁmm MMWMMMWM M\M ;
that captures following information : Employees work for pr Qm&.u..w “ € MW&W L i
particular project uses various machinery. Assume necessary atriou nm. ol 257 16
you make. Also discuss about the ER diagram you have designed. (Refer ex . pie 2.5.

OR
b) i) Explain mapping weak entity sets of relational Sa.uﬁmsw. =
efer section 2.6.4) . \ A L
MW Compute the closure of the following set of, functional dependencies for a x&&E:
scheme R(4,B,C,D,E), F={4->BC, CD->E, B->D, E->4). (Refer example 2.8.1) [6]
Q.13 a) i) Check whether following schedule is conflict serializable or not. If it is not conflict
serializable then find the serializability order. (Refer example 3.5.2) [8].
ﬁ .HN . Hu
R(A)
R(B)
R(B)
W(B) :
W(A)
W(A)
R(A)
: ; W(A) : .
ii)' Write short note on - Shadow paging. (Refer section 3.20) L [5]
OR
b) i) Give an example of a scenario where two phase locking leads to deadlock
(Refer example 3.16.1) : I5]
ii) Explain two phase Neia..:w in detail. (Refer section 3.10) (8]
Q.14 a) Briefly explain RAID and RAID levels. (Refer section 4.1) (13]

®
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OR
b) Q Explain data dictionary storage in detail. (Refer section 4.4) . el
. ii) 00:..3:2 B+ tree for following data. 30,31,23,32,22,28,24,29, where number of
NSES that fit in one node are 5. (Refer example 4.8.1) 5,
Q.15 a) c..m\%\&.:. the architecture of distributed database. (Refer section 5.1.2) (7]
ii) Explain role based access control, (Refer section 5.8) ‘ (6}
OR

b) i) Explain in detail the two phase commit protocol. (Refer section 5.1.4.3) [13]
~ 'PART- C (1x 15 = 15 Marks)

Q.16 a) Write the DDL, DML, DCL Jor the students database. Which contains student details
: name, id,DOB, branch, DOJ,

Course details : Course name, Course id, Stud.id Faculty name, id, mark.

(Refer example 1.14.1) RN 1 &)
v _ OR _
b) What is normalization ? Normalize below given relation upto 3NF - ° :
STUDENT. (Refer example 2.15.3) [15]
StudID | StudName | City | Pincode | ProjectID | ProjectName Course Content
5101 Ajay Surat | 326201 P101 Health Programming C++,
. Java, C
'5102 Vijay Pune |. 325456 P102 Social WEB - HTML,
, PHP,
* ASP
. ulalal
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