UNIT - I RANDOM VARIABLES

PART- A

Problem 1 The probability density function of a continuous random variable X is given by f (x)= Ke ™. Find
K and C.D.F of X

Solution: Since it is a probability density function,
f; f(x)dx=1

,E, KePdx=1

2 T Ke“dx=1
0

21{6 } —1 2K =1 k=L
0

Therefore,

f(x)zle", —c0<x<0

X

=—e¢ ", 0<x<o
2

For x <0, the CD.Fis F(x)= I %exdx =%ex

—oo

0 x
Forx >0, F(x)= .[%e"dx+j%e‘xdx=%+%(l—e”‘)=%(2—e_)‘)
0

Problem 2 X and Y are independent random variables with variance 2 and 3. Find the variance of 3X +4Y .

Solution: V (3X +4Y)=9Var(X)+16Var(Y)+24Cov(XY)

=9x2+16x3+0 (.. X &Y areindependent cov(XY)=0)
= 18+ 48 = 66.

Problem 3 A Continuous random variable X has a probability density function F (x)=3x*; 0<x<1.Find ‘a’

such that P(x<a)=P(x>a)
Solution: We know that the total probability =1
Given P(X <a)=P(X >a)=K(say)

Then K+ K =1




Cxe " if x>0
0 s if x<0

Problem 4 A random variable X has the p.d.f f(x) given by f (x) ={ Find the value of C and

cumulative density function of X .

Solution:Since [ f (x)dr=1

—oo

TCxe_xdx =1
0

Clx(-e)=(e)] =1 C=1

xe ;x>0
s flx)=
f() {0 x<0

C.D.F F(x)= .[f (x)dr = jte_rdt = [—te_’ —e_’]; =—xe ' —e " +1
0 0
=1-(1+x)e™ forx >0.

x+1);-1<x<l1

1
Problem 5 If a random variable X has the p.d.f f(x)= E( , find the mean and variance of X .

0 ;otherwise

1 1 1
Solution: Mean:lfl xf (x)dx =%£x(x+1)dx =%J-(x2 +x)dx

-1




2e75x20
Problem 6 A random variable X has density function given by f (x)={ ¢ . Find the moment

0 ;x<0
generating function.

=

e"f(x)dx= Ie“ 2e > dx

0

Solution: M, (1)= E(e“) -

oS3

= ZJ. " ax
0

(r=2)x -
=2 ¢ -2 <0
(=2 | 21

Problem 7 If X is a Poisson variate such that P(X =2)=9P(X =4)+90P(X =6), find the variance.

Solution:Given P(X =2)=9P(X =4)+90P(X =6)

i 92 494 —4 96
N A _g¢ A 1908 A
2! 4! 6!

=S A 431 -4=0= (A +4)(2°-1)=0
= A =1(or) A’=—4
A=Variance=1 (- 4> cannot be negative)

Problem 8 Comment the following: “The mean of a binomial distribution is 3 and variance is 4

Solution:In a binomial distribution, mean (np) > variance (npq).

Since variance =4 & mean= 3, we have variance <mean. Therefore, the given statement is wrong.




Problem 9 If X andY are independent binomial variates

B(S,%) andB(7,%jfindP[X +Y =3]

. . . . . . 1
Solution: X +Y is also a binomial variate with parameters n, +n, =12 & p = )

~P[X+Y=3]=12C, GI (ljg _55

2) 2"
Problem 10 If X is uniformly distributed with Mean 1and Variance% , find P [X > 0]

Solution:If X is uniformly distributed over(a,b), then

b—a)2

=b+aandV(X)=(
12

E(X)

:g:(b—a)zzm

=a+b=2& b—a=4Weget b=3,a=-1

-.a=—1& b =3 and probability density function of x is

1

——1<x<3
f(x)=14

0 ; Otherwise

fl 1. n 3
P[X>0]:.([dezz[x]ozz.
Problem 11 If X is N(2,3)indP[Y2%}whereY+1: X.

Solution: P[Y 2%} = P[X -12 %}

= P[X 22.5|=P[Z20.17], where Z:XT_Z

=0.5-P[0<Z<0.17]

=0.5-0.0675=0.4325




Problem 12 If the probability is% that a man will hit a target, what is the chance that he will hit the target for

the first time in the 7™ trial?

Solution:The required probability is

P|FFFFFFS|=P(F)P(F)P(F)P(F)P(F)P(F)P(S)

=3 3)
=¢°p=|=|.|—=|=00445.
q°p (4 1

Here p =probability of hitting target andg=1-p.

13. If the p.d.f of a random variable X is f(x) = 2x, 0 < x < 1 find the C.D.F of the random variable X
[MAY / JUNE 15]
Sol:
Given f(x) =2x, 0<x <1
If x<0, F(X)=0

_ [~ _rx PN E2
fO<x<1LF(x)=[_ f(x)dx =[] Zxdx—Z[?] =x

x

0
If x>1, F(X)=1

14. The time that , a teacher takes to grade a paper is uniformely distributed between 5 minutes and 10

minutes. Find the mean and variance of the time he takes to grade a paper. [MAY / JUNE 15]

f(x)=bia,a<x<b
1
=§,5<x<10
b+a 15
E(X) = 5 =7=7.5
b2 +ab+a? (102+5%10+5%) (100 + 50+ 25)
E(X®) = 3 - 3 - 3
175
=T=58.33

Var(X) = E(X?) + (E(X))” = 58.33 — (7.5)% = 58.33 — 56.25 = 2.08

1

15. The p.d.f of a random variable X is f(x)={ Find P(Jx| > 1) and E(X)

0, otherwise
[NOV/DEC 15]

PUX|>1)=1-P(X|<1)=1-P(-1<X<1)

_ 4 1J1d 1
Y B

2 2
E(X)=J- xf(x)dx=f x%dx

-2

1
=5(4-H =0




16. If the M.G.F of a random variable X is My(t) = (1 —7t)72°, find the p.d.f and mean of X
[NOV/DEC 15]

Sol:
My(t) = (1-7t)%°
E(X) = [140(1 — 7t)™21],-, = 140
PART-B
1. A random variable X has the following distribution,
X 0 1 2 3 4 5 6 7 PX) O

k 2k 2k 3k Kk? 2K 7K +k
Find (i) the value of k ()P (1.5<X<451x>2)
(iii) the smallest value of A for which P(X <)) > Y2
Find (i) K , (ii) Evaluate P(X <6),P(X >6)and P(0< X <5)

(iii). Determine the distribution function of X . [MAY / JUNE 15]

Soln: If X is a discrete random variable and p(x) is a pmf of X

> px) =1

= k+2k+2k+3k+ k2 +2k*+7k*+k =1
=k=1/10 or k=-1
s k=1/10

(ie) the probability distribution of X is given by

Value 0 1 2 3 4 5 6 7

of X

P(X = 0 1/10 2/10 2/10 3/10 1/100 2/100 17/100
X)

P1.5<X<45nX>2) P(x=3)+P(X=4)

(1) P(1.5 <X <4.5/X>2) =
P(X >2) 1-P(X <2)

Now P(x=3)+P(X =4)= 5/10
And 1-P(X <2) =7/10

s P(1.5 <X <4.5/X>2) =577




CDF F(X) =P(X < x)

Value 0 1 2 3 4 5 6 7

of X

PX = 0 1/10 2/10 2/10 3/10 1/100 2/100 17/100
X)

F(X) 0 1/10 3/10 5/10 8/10 81/100 | 83/100 |1

2.

(i) if P(X< K) > 12 then least value of k =4.

(i) P(X<6)=P(X=0)+P(X=1)+..+P(X=5)
1 2 2 3 1 81
=t =
10 10 10 10 100 100
Now P(X 26)=1-P(X <6)
_8L_19
100 100
NowP(0< X <5)=P(X =1)+P(X =2)+P(X =3)+P(X =4)
=K+2K+2K +3K
_8_4
10 5°
Find MGF of a Binomial random variable and hence find its E (x), Var(x)[MAY / JUNE 15]

The Moment generating function of a random variable X is defined as £ [e’x] for all te (—oo, o0)
It is denoted by M , ()

If X is a discrete random variables with values x, x,....... and probability function is p(x) is

M= ¢ px)

oo

(i)If X is a continuous random variable with pdf f(x) ,x € (—eo,00) then M, (¢) = j e™ f(x)dx

—oo

Moment generating function (MGF) of Binomial distribution

Binomial distribution is

px)=PX=x)=nc,p'q"", x=0,12...n

M, (t)=E[e’x]= i e p(x)

n
_ x X _n—-x
=D e"nc, p'q

x =0




= Z nc (pe') q"" = (q + pe' )n { (x+a) =chrx"_r .ar}
x =0
Mean and Variance of Binomial distribution

We know that M, (t) = (q + pe' )n

M, (1) = n(q+pe’)'“1 .pe'
My @ = nplin=1g + pe) ™ (pe'Je + (g + pe )™ ')

=nplg+ pe' )" ' |(n=1)pe’ + g+ pe'|

Putn =0 we get
M, (0)=n(g+p)" .p

= Mean=u; =np

M (0)=np((n—1)p+q+ p)
= 1, =np(np + q)=n’p* + npq

Var(X):,uzl— (/11')2 = nzpz+npq—nzp2 =npq
3. An insurance company has discovered that only about 0.1% of the population is involved in a certain
type of accident each year. If its 10,000 policy holders were randomly selected from the population,
what is the probability that not more than 5 of its clients are involved in a such an accident next year?
[MAY / JUNE 15]
Sol:
Given p=0.1% n=10,000

—Ax
P(X=x)=% , x=0, 1, 2,.......

PX<5)=PX=0+PX=1)+PX=2)+PX=3)+PX=4)+P(X=5)
100 N 1000 4 10000 4 100000
2 6 24 120

=e10(1+10+

=0.0671
4. Memory less property of Exponential distribution. [MAY / JUNE 15]

Statement of memory less property:

If X is exponentially distributed with parameter A then for any two positive integer S and T
P(X >S+T/ X>S) = P(X>T)
G~ ;x>0

Proof: The pdf of X i ={
roo e pdf of Xiis f(x) 0; otherwise

e~ %

-0

POX>K) = [ 6o~ %dx =6 ]:: o0k




i X>s+t] _ P(X>s+tnX
Considers , t =0 ’ P[>S+]= (X>s+t N X>s)

X>s P(X>s)
P(X>s+t) e~ Us+t) e _
= o) =— = e = PX>t)

5. Suppose the random variable X has Geometric distribution with p=0.5. Compute (i) P(X>2) (ii) MGF
of My (t) of X (iii) E(X) and Var(X) [NOV/DEC 15]
Sol:
P(X =x)=q* 1p, x=123, ...
= (0.5)*
DPX>2)=1-P(2)
=1-[PX=1)+P(X =2)]
=1-[0.5+ 0.5%]
= (.25
({DMx(t) =X e™ (0.5)
= 0.5e![1 + 0.5e¢ + (0.5e%)? + - ...]
_05¢!
1—0.5et
(iv) Mean E(X) = —MX(t)]

_d[ 05ef
- dt[1-05et],

- [m_

E(X)=2

E(X) = Idtz

My (t)l

0.5et
=
EX») =6

Var(X) =EX*)+ EX)=6—-4=2

-X
6. If a random variable X has the p.d.f f(x) = { 0 xe X ,<x 0> 0 , find (i) cumulative distribution function
(i) P(X>2) (iii)) MGF of X (IV) E(X) [NOV/DEC 15]

Sol:
@) Ifx>0, F(x)= f_xoof(x)dx = foxxe"‘dx=[—xe_x —e %)%




=1-e*(x+1)
(i) PX>2)= f;o xe Ydx=[-xe™* — e *|Y
= 3e72 = 0.406
(i)  My(t) = Xeloxe ™ e™ = 37 xe~(170%
e=(1-D
1—e (D

) B0 =L

I < ~0.9207
B [1_e—(1—t)]2]t=0_(1—e—1)2_ '

1
e 3, x>0
0,x<0

1
If the p.d.f of the random variable X is f(x) = {§ , find 1. Cumulative distribution

function. 2). P(; < X <3) 3).P(X >3/X >2) 4).E(X) INOV/DEC 15]
Sol:
. x x1 -1 X
(i) If x>0 F(x) = [ f(x)dx =f0§esdx=1—es
2 1

2 2
.o 1 2\ 3 _ 1.3 1 _(-E -
(mpg<x<9_€ﬂmw_y€esm_ @9 eﬁ_awm

X
P(X>3nX>2) _ P(X>3) [, e 3dx _ -1

1
= = ~— = — = e 3=0.7165
P(X>2) (PX>2) foo e 3dx e_é

(iil) P(X>3/X>2)=

xq 0

(V) E(X) = fo xf (x)dx :—f xe 3dx = [ 3xe”s — 9e” 3]0 =3

Let X be a uniform random variable over(-5,5). Find (i) MGF of X (ii) P(X < 0) (iii) P(|X| > 2)
(iv) P(—3 < X < 3) [NOV/DEC 15]

1
f(x)=b_a,a<x<b
_ 1 5<x<5
- 10’ X
. 1 _
i) Mg(t) = —f e“‘dx—wt(e’;t—e 5t)

(i) P(<0) zsf dx =— =

2

_ _ 1 _ _ 1 _6_3
(i) P(X|>2)=1 _szd =1 (2+2) Tl
. 3.1 3
(iv) PG3<XS3)=Lﬁ?M=Iﬂ3+$:ﬁB:E

If the probability distribution of X is given as

1 2 3 4
04 03 02 0.1

Find P(1/2<X <7/2/X >1)




X
—;x=1,2,3,4,5
(ii). If P(x)=115 !

0 ;elsewhere
find (a) P{X =lor2}and (b) P{1/2< X <5/2/x>1}

P{(1/2<X <7/2)nX >1}

Solution:(i) P{1/2<X <7/2/X >1}=

P(X >1)
_ P(X=20r3)
- P(X =2,30r4)

03402 05

5
03402401 06 6

(ii) (a) P(X =1or2)=P(X =1)+P(X =2)

1,2 _3_1
IS 15 15 5
P{@<X<ij(X>l)}
(b)P(—<X<—/x>1j—
P(X >1)

_2/15 2/15 2 1
1-(1/15) 14/15 14 7

Problem 15 A random variable X has the following probability distribution

X :-2-10 1 2 3
P(X) : 01 K 02 2K 03 3K

a) Find K, b) Evaluate P(X <2)and P(-2< X <2)

b) Find the cdf of X and d) Evaluate the mean of X .
Solution:a) Since ) P(X)=1

0.1+ K+ 02+ 2K+ 03+ 3K =1

6K+ 0.6=1

6K=04




b) P(X <2)=P(X =-2,-1,00r1)
= P(X ==2)+P(X =-1)+P(X =0)+P(X =1)

1112

10 15 5 15

_3+2+6+4 15

1
30 3 2
P(—2< X <2)=P(X =—1,00r1)

= P(X =—-1)+P(X =0)+P(X =1)

X -2 -1 0 1 2 3
1 1 11 1 4

FFix): — - — — =1
x () 100 6 30 2 5

E(X)= (—inj+(—lxij+[0x1)+(lxlj+(2xij+(3xl
10 15 5 15 10 5
_l6
15°

Problem 16 X is a continuous random variable with pdf given by

Kx in 0<x<2
F(X)= 2K in 2<x<4

6K—-Kx in 4<x<6

0 elsewhere

Find the value of K and also the cdf Fy (x).

oo

Solution: Since [ F (x)dx=1

oo




ijdx+T2de+j(6k—kx)dx=l
0 2 4

K[(%ZI +(2x), +j(6x—x—22j] =1

K[Z+8-4+36-18-24+8]=1
8K =1
K=1
8

X

We know that F, (x)= I f(x)dx

—oo

Ifx<0, then Fy (x) = [ f(x)dx=0

—oo

Ifxe (0,2), then F, (x)= j f(x)dx

0 X

F, (x): J. f(x)dx+J.f(x)dx

—oo

= _(f 0dx+ijdx: T Odx +
bl 0 b

Fx(x):j

—oo

f(x)dx+jf(x)dx+jf(x)dx

= } Odx + j Kxdx + f 2 Kdx
—oo 0 2




If xe (4,6), then F, ( dex+ijdx+j2de+jk (6—x)dx

—o0

jf +j dx+j (6—x)dx
0

8
(xzjz (xj4 (6)( X jx
=l = | +|= |+ ———
16 o 4), 8 16 .

42816

_ 4+16—8+12x—x" —48+16

16
2
:M’4ng6
16
If x> 6, then F, ( dex+ijdx+j2de+jk (6—x dx+j0dx
=1,x26
0 x<0
2
X ;0<x<L2
16
F, (%)= i(x—l) 2<x<4
1_—61(20 12x+x7);4<x<6
1 x26

K
Problem 17 A random variable X has density function f(x)=1<1+ x>

,—o0< x< oo

0 , Otherwise

Determine K and the distribution function. Evaluate the probability P(x>0).

o

Solution: Since j f(x)dx=1
K ey
S l+x
J' dx2 _1
1+x




Kr=1
K=1
V.4
X X K
F, (x)= .[ f(x)dx= .[ 1+x2dx
1 L\
=—(t
7z-( an x)_m
1 ( n’ﬂ
=—|tan x—| ——
T 2
_1 —+tan_lx},—oo<x<oo
ﬂ'_
_1°° dX _ -1 e
P(XZO)_;I1+_X2 —;(tan .X)O

=l(z—tan_1 0)21.
7\ 2 2

Ke™, x>0
Problem 18 If X has the probability density function f (x) :{ ¢ x

find K, P[O.S <X < 1] and the
0 ,otherwise

mean of X .

o

Since jf(x)dle

-1.5

P(05<X <1)= J. f(x)dx:3i6_3xdx=,8/€_3:—;=[e_1'5 —e_q

Mean of X =E(x)= Ixf(x)dxz 3jxe_3xdx
0 0




2x,0<x<1

Problem 19 A random variable X has the P.d.f f (x)= .
0 , Otherwise

. . 1 .. 1 3 1
Find (1) P(X <§j (i1) P(4 <x< 2) (ii1) P(X > 4/X > 2)

1 1/2 1/2 x2 1/2 %] 1
Solution: (i) P(x<§j= jf(x)dx: _([2xdx=2(?j ===

0 0

172

(i1) P( <x< j lff dx—TZxdx 2(;]

1/4 1/4
_2(1_Lj (l_ij 3
8 32 4 16) 16
3 | P(X>imX>;j P(X>ij
X>—/X>—j: 1 = :
Pl X >— Pl X >—
(x>3)  (x=)

3) 1 9 7
P(X >—j=jf( dx—jzxdx o ) R
4) 3, :, 2 1616

174

1 1
P(X>lj=jf( dx—ijdx Z(X—j :1_123
2 1/2 1/2 2 4 4
7
plx>3/x>t)=16 7,4 _7
2)" 3 16 12
4

Problem 20 A Man drawn 3 balls from an urn containing 5 white and 7 black balls. He gets Rs.10 for each
white ball and Rs.5 for each black ball. Find his expectation.

Solution: Let X denotes the amount that he expects to receive

3B W &2B 2W &1B  3W
X = Rsl5  Rs20 Rs25  Rs30

TX6X5
o _7G _ixax3 _ T
P(X =15)=P(3 Black balls)_12C3 T 12x11x10 44
Ix2x3
76,56, _21

P(X =20)=P(2B1W)==2"= =
3




7c2.5¢2 &
12¢3 44

P(x=25)=P(2W1B)=

5¢, 2
12C, 44

P(X =30)=P(3W) =

E(X)=) xP(x)

= 15><l+ 20><2+25><£+30><i
44 44 44

44

= 935 = Rs.21.25
44

Problem 21 From an urn containing 3 red and 2 black balls, a man is to draw 2 balls at random without
replacement, being promised Rs.20/- for each red ball he draws and Rs.10/- for each black ball. Find his
expectation.

Solution:Iet X denotes the amount he receives

R B
3 2

2B IR 1B 2R
X = Rs20 Rs30 Rs40

2x1
_90) = _26 _axa _ 1
P(X =20)= P(2 Black balls) = F=5x4 10
Ix2
P(X =30)=P(1Red &1 Black ball)=>"2C - 6
5¢, 10
P(X:40):P(2Redballs)=£=i
5C, 10

E(x)= ZxP(x)

=20><i+30><£+40><i
10 10 10
_ 20+180+120 320

10 10

E(x)=Rs.32/-

Problem 22 The elementary probability law of a continuous random variable is f(x)= yoe_b(x_“),

a < x<oo, b>0where a, b and y, are constants. Find y,, the ™ moment about the point x =a and also find the

mean and variance.




Solution:Since the total probability is unity,

=

If(x)dle

—oo

yoje—b(x—a)dx — 1
0

—o0

= bj (x—a) e dx

a

= th’e_'”dt
0

B F(r+1)_ r!
- PG _?
In particular r=1
» 1
H :Z
r 2
H, s

Mean=a+,ul, =a+%

2
Variance = (1, —( M, )

2 1 1

Y p b

mean is 5, variance is 3, g, =0and 1, =26 .

4 (™ moment about the pointx=a )= j (x—a) f(x)dx

Putx—a=t, dx=dt,when x=a,t =0;x =00, =0

Problem 23 The first four moments of a distribution about x =4 are 1,4,10 and 45 respectively. Show that the




Solution: Given ,ul’ =1, ,uz’ =4, ,u; =10, ,U4, =45

’

4, = r"moment about to value x =4
Here A=4

Hence mean= A+, =4+1=5
. ’ ’ 2
Variance= (1, = i, —( y2A )
=4-1=3.
’ ’ ’ ’ 3
My =y =3, 1, +2(:u1 )
=10-3(4)(1)+2(1)’ =0
’ 7 ’ ’ ’ 2 ’ 4
My = My =44 1y +64L, (:ul ) —3([[1 )
=45-4(10)(1)+6(4) (1) -3(1)*

M, =26.

Problem 24 A continuous random variable X has the p.d.f f(x)= kx’e™, x> 0.Find the r' moment of X

about the origin. Hence find mean and variance of X.

&mmm%mJKﬁﬂwzl
0

;31
Puttingr =1, 4, =33=3




, 41
r=2, 1, =43=12

~. Mean = ,ul' =3
’ ’ 2
Variance = i, — ( ) )

ie., 4, =12—(3)" =12-9=3

Problem 25 Find the moment generating function of the random variable X, with probability density function

X for 0<x<l1
f(x)=42-x for 1<x<2.Alsofind 4 ,u, .
0 otherwise

Solution: M, (1) = J- e f (x)dx

= j-e’xxdx+j.e’x (2—x)dx
0 1

Il
7\
=
~ [}
=
|
~ [ D
N
;/_
+
1
—_
[\®]
|
=
N—
[N
)
|
T
(S
~
N|<\
D
| I
[\

,ul,=coeﬁf. of %zl

, t* 7
M, =coeff. OfZ_E‘

Problem 26 Find the moment generating function and r'™ moments for the distribution whose p.d.f is

f(x)=Ke™, 0< x<co. Find also standard deviation.

Solution: Total probability=1




=(1=1)" =141+ +. 41 +..00

2

,ur/zcoeﬁ‘. oft—|=r!
r.
When r=1, g =1!=1
=2, =21=2

Variance=u, —u =2—-1=1
.. Standard deviation = 1.

Problem 27 Find the moment generating function for the distribution whose p.d.f is f(x)=4e™*, x>0and

hence find its mean and variance.

Solution: M , (1) = E(e’x) = Te”‘f (x)dx= J.le_ﬂxe’xdx
0

oo —x(A-1) «
= /1! ey = £ __A
o —(A-1) |, A-t

, A 1
M = = —M = = —
ean= Y, | X (I)l_o L/i_t)z}o 1

.| a? A2 |2
H, = EMX (t)}ro_{(/i_t)zlo_?

. ’ A2 1 1
Variance = (1, _(ﬂl) :?_F:F




1 =
- 2

Problem 28 Let the random variable X have the p.d.ff(x)=42¢ % >0
0 ,otherwise.

Find the moment generating function, mean & variance of X .

Solution:

M, (t)= E(e”) = I e”‘f(x)dxzj " —e?dx
—oo 0
1
- (), [r—fjx
:lje( szx: ¢ - ! Jift<—

N d_z B 8 _
E(Xx )_L”z My (f)lo{(l_ztflog

Var(X)=E(X*)-[E(X)] =8-4=4.

Problem 29 a) Define Binomial distribution Obtain its m.g.f., mean and variance.
b) Six dice are thrown 729 times. How many times do you expect at least 3
dice show S or 6 ?

Solution:a) A random variable X is said to follow binomial distribution if it assumes only non- negative values

X _Nn—x

and its probability mass function is given by P(X =x)=nC p*q"™, x=0,1,2,...,nand g=1-p.

M.G.F of Binomial Distribution about origin is

M, (1) =E[e”]zzn:e“P(X =x)

x=0

— incxx qun—xetx

x=0

= inCX (pe') q"
x=0

Mx(t):(CI"‘pet)n
Mean of Binomial distribution

Mean=E(X)=M, (0)




n—1
=|:n(q+per) pe’:l =np Since g+ p=1

t=0

E(x*)=M,"(0)

= [n(n—l)(q+ pe’)n_2 (pe’ )2 + npe' (q+ pe' )H}

=0
E(Xz)zn(n—l)p2+np
=n’p’+np(1- p)=n’p’ +npq
Varialnce:E(Xz)—[E[X]:I2 =npq

Mean = np ;Variance = npq

b) Let X :the number of times the dice shown 5 or 6

+

P[50r6]=

| =
AN|—
W | =

1 2
SP=—and g=—
3 1 3

Heren==6
To evaluate the frequency of X =3

By Binomial theorem,

r 6-r
P[X =r]:6Cr (%j (%j where r=0,1,2...6.

P[X 23]=P(3)+P(4)+P(5)+P(6)

-oc[3) (5] e 3 (5] +oe (5 G roaf3)
=0.3196
.. Expected number of times at least 3 dies to show 5 or 6= N X P[X > 3]
=729%x0.3196 =233.

Problem 30 a) Find the m.g.f. of the geometric distribution and hence find its mean and variance.

b) Six coins are tossed 6400 times. Using the Poisson distribution, what is the approximate probability of
getting six heads x times?

Solution:a) M.G.F about origin=M , (1) = E[e“]




x=0 X!
_ N (let )x A e
=e ; o =e
MX (l’) _ e/l(e'—l)

Mean and variance using M.G.F

Mean=E(X)=M, (0)

= [el(a_l)/ie' l_o =1

E(X*)=M, (0)= [(/le’ )2 Sy eﬂ(e[_l)/le’}

=1+

. Variance = E(xz)—[E(X )]2 =1
b) Probability of getting one head with one coin= %

6
.. The probability of getting six heads with six coins (%j = é

.. Average number of 6 heads with six coins in 6400 throws=np = 6400><6—14 =100

.Mean of the Poisson distribution= A =100

By Poisson distribution, the approximate probability of getting six heads x times is given by

x -1 1 X0
P[X=X]=’“‘ _ 00)16 L x=0,1,2,..
X! X.

Problem 31 a) A die is cast until 6 appears. What is the probability that it must cast more than five times?

b) Suppose that a trainee soldier shoots a target in an independent fashion. If the probability that the target is
shot on any one shot is 0.8.
(i) What is the probability that the target would be hit on 6 attempt?

(i) What is the probability that it takes him less than 5 shots?
. . S |
Solution: Probability of getting six= s

| |
o pet & gel-a
P=g < 977%




Letx= Number of throws for getting the number 6. By geometric distribution
P[X =x]:q”‘_lp,x:1,2,3....

Since 6 can be got either in first, second...... throws.

To find P[X >5]=1-P[X <5]

G E G EHIE)

b) Here p=0.8, g=1-p=0.2
P[X = r] =q¢"'p,r=0,1,2...
(i) The probability that the target would be hit on the 6™ attempt = P[X = 6]

=(0.2)’(0.8) =0.00026

(i1) The probability that it takes him less than 5 shots

=P[X <5]

= 24: g 'p= 0.5;24“(0.2)"1
r=1 r=1

=0.8[1+0.2+0.04+0.008] = 0.9984

Problem 32 a) If X,,X, are two independent random variables each flowing negative binomial distribution

with parameters (7, p) and(r,, p), show that the sum also follows negative binomial distribution

b) If a boy is throwing stones at a target, what is the probability that his 10" throw is his 5" hit, if the

probability of hitting the target at any trial is 0.5?

Solution:a) Let X, be a negative binomial variate with (7, p) and X, be another negative binomial variate

wit(r,, p)and let them be independent.
Then M, (t)= (g pe' )_r]

M, (1)=(q-pe')"




Then My, (t)zlwxl (t)lux2 (t)

(r+n)

=(q — pe' )_ """, which is the m.g.f of a negative binomial variable withr, +r, as

parameter. This proves the result.
b) Since the 10" throw should result in the 5™ success
(i.e.) the 5™ hit, the first 9 throws should have resulted in 4 successes and 5 failures. Hence we have

1
x=5r=5p=q=—
pP=9q >

-.Required probability= P[ X =35]

x+r—1
ByN.BD, P[X =x]=( jp’q”‘
X

B I Yo, 110—0123
= 5 pq =7C, > =V. .

Problem 33 a) State and prove the memoryless property of exponential distribution.
b) A component has an exponential time to failure distribution with mean of 10,000 hours.

(1) The component has already been in operation for its mean life. What is the probability that it will fail by
15,000 hours?

(i) At 15,000 hours the component is still in operation. What is the probability that it will operate for
another 5000 hours.

Solution:a) Statement: If X is exponentially distributed with parameters 4, then for any two positive integers s
and t, P[x>s+1/x>s]=P[x>1]

de ™ x>0
The p.d.fof X i = ’
epdfof Xis f{x) {O ,Otherwise
P[X > t] = jﬂe‘“dx = [—e"”r et

P[x>s+tmx>s]
P[x>s]

.'.P[X >s+t/x>s]=

_P[X>s+1] M _
P[X >s] e

=P[x>t]

b) Let X denote the time to failure of the component then X has exponential distribution with Mean =1000
hours.




.'.1210,000: A= !
A 10,000

X

1 710,000 >
The p.d.f. of X is £ (x)=110.000" x=0

0 ,otherwise

(i) Probability that the component will fail by 15,000 hours given it has already been in operation for its
mean life= P[x <15,000/ x > 10, OOO]

_ P[10,000 < X <15,000]
~ P[X>10,000]

15,000
f(x)dx
B 10:([00 ~ L
=10 =-—
f(x)dx
10,000
_ 0.3679-0.2231 —0.3936.

0.3679

(i1) Probability that the component will operate for another 5000 hours given that

it is in operation 15,000 hours= P[X >?20,000/ X >15,000]

= P[x>5000] [By memoryless property]
= j f(x)dx=e?° =0.6065

5000

Problem 34 The Daily consumption of milk in a city in excess of 20,000 gallons is approximately

distributed as a Gamma variate with parameters & =2 and . The city has a daily stock of

" 10,000
30,000 gallons. What is the probability that the stock is insufficient on a particular day?
Let X be the r.v denoting the daily consumption of milk (is gallons) in a city

Then Y = X —20,000 has Gamma distribution with p.d.f.

1 2-1 _10)(;00
fly)= y e 7, y20
(v) (10,000)° T'(2)

— y
10,000

_ e
f(y)_(lo,ooof’yzo'

.. The daily stock of the city is 30,000 gallons; the required probability that the stock is insufficient on a
particular day is given by

P[X >30,000]=P[Y >10,000]




= = ye_loj;oo
= [ s(dy= [ ———dy
10,000 10,000 (10, 000)

Put Z = Y , thendz = dy
10,000 10,000

-~ P[X >30,000] = T zeds =zt -e] ==
1

Problem 37 a) The amount of time that a camera will run without having to be reset is a random variable
having exponential distribution with € =50days. Find the probability that such a camera will (i) have to be
reset in less than 20 days (ii) not has to be reset in at least 60 days.

b) Subway trains on a certain line run every half an hour between midnight and six in the morning. What is
the probability that a man entering the station at a random time during this period will have to wait at least 20
minutes.

Solution:a) Let X be the time that the camera will run without having to be reset.
The X is a random variable with exponentially distributed with

60 =50days. The p.d.f of X is given by

s

—e ?,x20
f(x): 06 X

0

x<0

(1) P[Camera will have to be reset in less than 20 days]
=P [Camera will run for less than 20 days]
20 1 X _g
= P[X <20]= [ —e Pdx=1-¢ 5 =0.3297
0 50
(i1) P[Camera will not have to be reset in at least 60 days]
=P [camera will run for atleast 60days]
6

= P[X >60]= jie_%dx =¢ 5 =0.3012
2,50

b) Let X denote the waiting time in minutes for the next train. Under the assumption  that a man arrives at the

i,0<x<30
=430

station at random time, X is uniformly distributed on (0, 30) with p.d.f. f (x )
0 ,Otherwise

The probability that he has to wait at least 20 minutes

30 1 1
= P[X >20] —i[)f(x)dx—%(30—20)—§




UNIT-1I - TWO DIMENSIONAL RANDOM VARIABLES
PART -A

Problem 1 LetX andY have joint density function f(x,y)=2,0<x<y<1.Find the marginal density

functions and the conditional density function Y given X =x.

Solution:Marginal density function of X is given by

=

fo(x)=f(x)= [ f(xy)dy

—oo

=ff(x,y)dy =f2dy=2(y)1

=2(1—x),0<x<1.

Marginal density function of Y is given by

o

Fr (=1 ()= [ f(xy)de

—oo

,
=j2dx=2y,0<y<1.
0

Conditional distribution function of Y given X =x is f (% ) = /(%) -2 1

f(x) 2(1-x) 1-x

Problem 2 Two random variables X and Y have the joint p.d.f f (x,y)=Ae™ >, x,y>0. Find A.

Solution: Since f (x, y)is a joint density function

o0 oo

j jf(x,y)dxdyzl.

—00 —00

00 oo

= jjAe_(z"”)dxdy =1

00

o ‘ e—2x *°
= Ale™ dy=1
'[ [ —2 0 '

0

1
= A[=e7dy=1
)2

_y hed
IR I
2| -1,

:A%[l]zl:AzZ




Problem 3 Verify whether X and Y are independent if f (x,y)=kxy, 0<x<y,0<y<4

Solution:Since f (x, y)is a joint density function

o0 oo

J- J-f(x,y)dxdyzl.

jkxydxdy =1
0

Y
y(—j dy =1

2 0

k413d—1 KL T 21 k[32] =12 k=
= !Ey y=1= g[y]o— = k[32]=1= =%

Marginal density function of X is given by

- X and Y are not independent.

Problem 4 Two random variables X and Y have the joint p.d.f f (x, y) =x+y, 0<x<1,0<y<I. Determine

the marginal distributions of X and Y.

Solution:Marginal density function of X is given by

=

fi()=f ()= ] f(xy)dy

—oo

1 2!
=J-(x+y)dy= xy+y— =x+l, 0<x<l1
0 2 y=0

Marginal density function of Y is given by




1 1
j(x+y)dx— —+xy “Liy o<ys<i
0 x=0 2

Problem 5 Suppose that the joint density function of X and Y is

Ae "7, 0<x<y, 0<y<e

0 , otherwise

Determine A .

f(x’y)={

Solution:Since f (x, y)is a joint density function

o0 oo

J- J-f(x,y)dxdyzl.

—00 —00

= A %}zl:A:Z

Problem 6 Examine whether the variables X and Y are independent, whose joint density function is

f(xy)=x" 0", 0<x,y<oo.

Solution: The marginal probability function of X is

fX ()C):f(_x): J'f(x,y)dy:jxe_x(y‘*'l)dy

e—x(y+1) - T
=x{ — l :—[O—e ]—e ,

The marginal probability function of Y is

H(y)=f(y)= j f(x,y)dx:ofxe—x(m)dx




Here f (x).f (y)=¢ "% (Hly)z * £ (%)

~. X and Y are not independent.
Problem 7 If X has an exponential distribution with parameter 1. Find the pdf of y = Jx

Solution:Since y =+/x , x = y*
Since X has an exponential distribution with parameter 1, the pdf of X is given by

K= x>0 [er()=ae A=)

fr(y)=2ye™
Problem 8 If X is uniformly distributed random variable in (_E’%j’ Find the probability density function of

Y =tanX.

Solution:GivenY =tanX = x=tan™'y

v
“dy 1+y2

9

Since X is uniformly distribution in (—5 Ej’

fX (X):;,—E<x<§
dx| 1 1 3 1 e -
Now £, 0)= 11 (9| 2 s | ey )= g s




Problem 9 If the Joint probability density function of (x,y) is given by f(x,y)=24y(1-x), 0<y<x<lI
Find E (XY).

11
Solution: E(xy) = .[ .[ xyf (x,y)dxdy y
0y

:24j-jxy2(1—x)dxdy xX=y

0y

1 2 3
I y v 4
=4[y =L+ L |y =—, x
!y {6 2 3} ’7s

v

Problem 10 If X and Y are random Variables, Prove that Cov(X,Y)=E(XY)-E(X)E(Y)
Solution:  cov(X,Y)=E| (X -E(X))(Y-E(Y))]
=E(XY-XY-YX +XY)
=E(XY)-XE(Y)-YE(X)+XY
=E(XY)-XY - XY + XY
=E(XY)-E(X)E(Y) [vE(X)=X.E(Y)=Y]
Problem 11 If X andY are independent random variables prove that cov(x, y) =0
Solution: cov(x,y)=E(xy)—E(x)E(y)
But if X andY are independent then E (xy) = E(x) E(y)
cov(x,y)=E(x)E(y)—E(x)E(y) Therefore cov(x,y)=0.

Problem 12 Write any two properties of regression coefficients.
Solution: 1. Correction coefficients is the geometric mean of regression coefficients

2. If one of the regression coefficients is greater than unity then the other should be less than 1.

o "o

If b, >1thenb, <1

Problem 13 Write the angle between the regression lines.

Solution:The slopes of the regression lines are




o, 10,

B
I
<
|

3
|

o) ro,

If @ is the angle between the lines, Then

co, |1-r
tan = ———
o +Gy r

X

. . . T
When r =0, that is when there is no correlation between x and y, tan@ =co (or) 8 = E

and so the regression lines are perpendicular
When r =1orr=-1, that is when there is a perfect correlation +ve or —ve, 8 =0 and so the
lines coincide.

Problem 14 State central limit theorem

1

Solution:If X, X,...X, is a sequence of independent random variable E(X,)=g and Var(X,)=o07,

i=L2,..n andif § =X, +X,+....+ X, then under several conditions S, follows a normal distribution with

n n
mean /= Z,ul. and variance 0~ = ZUiZ asn—» oo,
i=1 i=1

Problem 15 Fill up the blanks:
i). Two random variables are said to be orthogonal if correction is Zero

i1). If X =Y then correlation coefficients between them is 1

16. If X has an expontial distribution with parameter 1, find the pdf
of Y =VX .

Given X follows E.D with parameter 1
d
we know that fy (y) = fx (x) |£

fr ) =2ye™" ,y >0
17. Write any two properties of the joint cdf.
(i)  F(-o0,—0)=0 (i) F(o,00)=1
1

18. The joint pmf of (X,Y) is givenas P(1,1) = % ,P(1,2) ==

4
1 1
P(2,1) = §,P(2, 2) = E.Find P(X+Y>2).
Given
XY 1 2
1 1/8 1/4
1/8 172
1 1 1
PX+Y>2)=P(1,2)+ 21+ P(22) = Z+§+§ =

7
g
4.Find the value of kif f(x,y) =k(1—-x)(1—-y) for0<x,y<1

WKT [°[* f(x,y)dxdy = 1




= fol fol k(1 —x)(1 —y)dxdy =1

= k(f; (1 -xdx) (f, (1 -y)dy) =1
= k(1/2)(1/2) =1
=k=4

{Kxe‘y,O <x<2,y>0

5.The joint pdf of (X,Y) is given by f(x,y) = 0 , otherwise

Find the value of K.
WKT [ [% f(x,y)dxdy = 1
= foocfoz kx e Vdxdy = 1
2 o< _
= k(fo xdx) (J; edy) =1
= k(4/2)(1) =1 (v [Te*dx=1/2
=k = %

6.State the cental limit theorem for i.i.d randon variables.
If X;,X,, ... X, be the sequence of'i.i. d random variables with E(X;) = p and

Var((X;) = 0%,i=1,2..nandifS, = X; + X,+, ... + X, then under certain genral

conditions, S,, follows a normal distribution withmean np and no? asn - o

PART - B

Problem 1 The joint probability density function of a bivariate random variable (X,Y) is

k(x+y),0<x<2, 0<y<2 ,
where 'k' 1s a constant.

fxy(x’y):{

0 , otherwise

i. Find k.
ii. Find the marginal density function of X and Y .

iii. Are X and Y independent?

iv. Find f%(%) andf%(%)).

Solution: (i). Given the joint probability density function of a brivate random variable (X,Y) is

K(x+y),0<x<2,0<y<2

fxy(x,y>={

0 , otherwise

Here jijY X, y)dxdy—l:>j IK x+y)dxdy =1

—00 —o0

22 2 2
_”K x+y dxdy—l:Kj{—+xy} dy=1
00

0




(i1). The marginal p.d.f of X is given by

oo 2

fo(3)= [ £ () dy = ()

—o0 0

8 2

0

il ] e
v 4

.. The marginal p.d.f of X is

x—+1,0<x<2
4

fy(x)=

0 , otherwise

The marginal p.d.fof Y is

o0 2

7 (0)= [ £ (xey)de= [(v+ ) ds

—oo 0
el
8| 2 > o
= [2+2y] =25
.. The marginal p.d.fof Y is
y+1
—,0<y<?2
fY(y): 4
0 , otherwise

(iii). To check whether X and Y are independent or not.

o) £, ()= gy

Hence X and Y are not independent.

(iv). Conditional p.d.f f, (V )is given by
ve\/x




1 x+
Y/ == 2221 0<x<2 0<y<2
f%(g) 2(x+1j’ <x<2, 0<y<

12
=—j1+—ydy=i
2472 32

Problem 2 a) If X and Y are two random variables having joint probability density function

(6—x—y),0<x<2,2<y<4

fxy)= Find (i) P(X <1nY <3)

S o |-

, otherwise
(i) P(X +Y <3) (iii) P( <A<3).

b). Three balls are drawn at random without replacement from a box containing 2 white, 3 red and 4 black
balls. If X denotes the number of white balls drawn and Y denotes the number of red balls drawn find the
joint probability distribution of (X,Y) .

y=3 x=1
Solution:a). P(X <1NY <3) = I j f (%, y)dxdy

y=—00 x=—00

P(X<lNnY<3)==

13—x1

(11)PX+Y<3 :II§6 xX— ydydx
0 2




i P(¥ < o)-

The Marginal density function of Y is f, (y)=

3—x
y
6y—xy——} dx
o7
1_ 3_ 2
j6(3—x)—x(3—x)—( 2X) —[12—2x—2]}dx
0
il 9+ x> —6x
j18—6x—3x+x2—¥—(10—2x)]dx
0
1[ 2
| 18=9x4x —2 X 1 8% 1010 lix
i 2 2 2
1 2
J’Z—4x+—}dx
2 2
[7x 4x® X 1{7 1}
———t+ | ==|==2+—
2 2 6| 82 6
—21_12+1}1(Qj_i
6 s\ 6) 24
P(x<lny<3)
P(y<3)
2
jf(x,y)dx
0
1
=J-—(6—x—y)dx
08




3

8 —
(e 2]
—ldy ~|5y—2-

3
X—==.
5

D Sy, 0

oo | W
W | o0

b). Let X takes O, 1,2 and Y takes O, 1, 2 and 3.
P(X =0,Y =0) = P(drawing 3 balls none of which is white or red)
= P(all the 3 balls drawn are black)

40, 4x3x2x1 1

9C, 9x8x7 21
P(X =0,Y =1)= P(drawing 1 red ball and 2 black balls)

_3C,x4C, 3
9oc, 14

P(X =0,Y =2) = P(drawing 2 red balls and 1 black ball)

_3C,x4C,  3x2x4x3 1

9C, Ix8x7 T

P(X =0,Y =3) = P(all the three balls drawn are red and no white ball)

3¢, 1

“9c, 84

P(X =1,Y =0) = P(drawing 1White and no red ball)

2X4x%3
_ 2C, x4C, _1x2
B 9C, -~ 9Ox8x7

1x2%3
_12x1x2x3 _ 1
Ox8x7 7

P(X =1,Y =1) = P(drawing 1White and 1 red ball)

2x3
_ 2C, X3C, _ 9x8x7 :2
9C, Ix2x3 7

P(X =1,Y =2) = P(drawing 1White and 2 red ball)




_2G,X3C, _2x3x2 1
©9c, 9x8x7 14
1x2x3

P(X =1,Y =3) =0 (Since only three balls are drawn)

P(X =2,Y =0) = P(drawing 2 white balls and no red balls)

_2C,%4C, 1
oc, 21

P(X =2,Y =1)= P(drawing 2 white balls and no red balls)

_2C,x3C, _ 1
9C, 28

P(X=2Y=2)=0

P(X=2Y=3)=0

The joint probability distribution of (X,Y) may be represented as

Y
0 1 2 3
X
1 3 1 1
0 - - — -
21 14 7 84
1 2 1
1 = = — | o
7 7 14
1 1
2 — — 10 0
21 28

Problem 3 a) Two fair dice are tossed simultaneously. Let X denotes the number on the first die and Y
denotes the number on the second die. Find the following probabilities.

(i) P(X +Y)=8, (i) P(X +Y 28), (i) P(X =Y) and (iv) P(X+Y:%:4).

b) The joint probability mass function of a bivariate discrete random variable (X,Y) in given by the table.

X
Y 1 2 3
1 0.1 0.1 0.2
2 0.2 0.3 0.1

Find




1. The marginal probability mass function of X and Y .
ii. The conditional distribution of X given Y =1.

ii. P(X+Y<4)

Solution:a). Two fair dice are thrown simultaneously

(L1)(1,2)...(L6)
(2,1)(2,2)...(2.6)

S = , n(§)=36

(6,1)(6,2)...(6,6)
Let X denotes the number on the first die and Y denotes the number on the second die.
Joint probability density function of (X,Y) is P(X =x,Y =) :3_16 for

x=1,2,3,4,5,6and y=1,2,3,4,5,6

(i) X +Y ={ the events that the no is equal to 8 }

={(2.6).(3.5).(4.4).(5.3).(6.2)}

P(X+Y=8)=P(X=2,Y=6)+P(X =3,Y =5)+P(X =4,Y =4)
+P(X=5Y=3)+P(X=6Y=2)

1 1 1 1 1 5

t—t—t—t—=—
36 36 36 36 36 36

(i) P(X +Y 28)

(
(
X+Y =4
(
(

S P(X+Y28)=P(X+Y=8)+P(X+Y=9)+P(X+Y =10)
+P(X+Y=11)+P(X+Y=12)

5 4 3 2 1 15 5

+ = —=
36 36 36 36 36 36 12

(iii) P(X =Y)

P(X=Y)=P(X=LY=1)+P(X=2Y=2)+...+P(X =6,Y =6)




:4)

() P(X+Y=6/ _ )= P(X+PY(;EZ)Y

Now P(X+Y=6mY:4)=3—16

b). The joint probability mass function of (X,Y) is

X
1 2 3 Total
Y
1 0.1 0.1 0.2 0.4
2 0.2 0.3 0.1 0.6
Total 0.3 04 0.3 1

From the definition of marginal probability function

PX(xi):ZPXY(xi’yj)

When X =1,

P, (x,)=P, (L1)+ Py, (1,2)

=0.1+0.2=0.3

When X =2,

P (x=2)=P,(2,1)+ P, (2,2)

=0.2+0.3=04

When X =3,

P, (x=3)=P, (3,1)+ P, (3,2)

=0.2+0.1=0.3

.. The marginal probability mass function of X is

0.3 when x=1
P, (x)=404 when x=2
0.3 when x=3




The marginal probability mass function of Y is given by P, ( y j) = Z P, (x,., y j)

3
WhenY = 1,P,(y=1)=) Py (x.1)

x;=1

=Py (1’1)+PXY (2’1)+PXY (3’1)

=0.1+0.1+0.2=0.4

3
When Y =2, P, (y=2)=Y Py (x.2)
x;=1

=Py (1’2)+PXY(2’2)+PXY (3’2)
=0.24+0.3+0.1=0.6

.. Marginal probability mass function of Y is

P( )= 0.4 when y=1
PAY)E 0.6 when y=2

(i1) The conditional distribution of X given Y = lis given by

xNnY =1
P(X =3 ) -

From the probability mass function of ¥, P(y=1)= P, (1)= 0.4

WhenX =1, P(X =14 _ 1) _;:/) )

P, (2,1) 0.1
w _ X=2 _ Lo ls
hen X = 2, P( 4/:1)— X =05 025

_ Py (31) 02
W _ X =3 _ D _02_
he“X-3’P( 4/:1)‘ F, (1) “04 0

(ili). P(X+Y <4)=P{(x,y)/x+y<4 Where x=1,2,3; y=1,2}
=P{(1,1),(1,2),(2.1)}
:PXY(1’1)+PXY(1’2)+PXY (2’1)

=0.1+0.1+0.2=0.4




. . .. . . 1
Problem 4 a) If X and Y are two random variables having the joint density function f (x,y) =E(x+ 2y)
where x and y can assume only integer values 0, 1 and 2, find the conditional distribution of Y for X = x.

2

24X p<x< <y<
b) The joint probability density function of (X,Y) is given by fy, (x,y)= e g’ 0<x<2, Osy=< 1.

0 , otherwise

Find (i) P(X > 1), (ii)) P(X < Y) and (i) P(X+Y£ 1)
Solution:a). Given X and Y are two random variables having the joint density function
F(23)= o (x42y) ===
27

Where x= 0,1,2 and y= 0,1,2

Then the joint probability distribution X and Y becomes as follows

Y
0 1 2 fi(x)
X

. T2
27 27 27

1 2 3| 4]
27 27 27 27

, 45 |6 |5
27 27 27 27

The marginal probability distribution of X is given by f,(X)=)_P(x,y) and is calculated in the above
J
column of above table.

The conditional distribution of Y for X is given by f, (Y - %( B x) _f f()(c, )))) and is obtained in the following
= (x
table.
X
0 1 2
Y
2
0 0 = —
3 3
P R R R
9 9 9
1 1 1
2 —_ —_ —_
6 3 2




- _ 0y
X=0""p(x=0) 6
27
2
PY=V _,) P(X=0Y=1) 27 _1
X=0 P(x=0) 6 3
27
4
P(Y=2% _,) P(X=0Y=2) 37_2
X=0 P(x=0) 6 3
27
1
P(YZO ):P(XILY:O):ﬂ:l
X =1 P(x=1) 9 9
27
3
P(Yzl ):P(X:LYZI):ﬁ:E:l
X = P(x=1) 9 9 3
27
S
P(YZZ ):P(X:LYZZ):ﬁ:é
X=1 P(x=1) 9 9
27
2
p(r=0; _)=PX=2r=0)_2 1
X =2 P(X =2) 12 6
27
4

P(Y:2 ):P(XZZ’YZZ)Zﬁzl
X=2 P(x=2) 12 2
27

2
b). Given the joint probability density function of (X,Y)is fy, (x+y)=xy’ +%, 0<x<2,0<y<1

o

@). P(X >1)= jfx (x)dx The Marginal density function of X is f, (x)=

1

f(x,y)dy

[ ——




2 2. T 2
=22 :f+x—,l<x<2
3 8 3 8

(ii) P(X <Y)= HfXY(x,y)dxdy

P(X<Y)= j’ j (xy2+%2dedy

y=0 x=0

d x=0
2 24 Y

Il
S — —

.2 .2 371
X7y x}

0

1/ 4 3 5 4t
[ aye| X2
L2 24 10 96

0

11 _96+10_ 53
960 480

10 96

(i) P(X +Y <1)=[[ £ (x,y)dxdy
Ry
Where R, is the region

L 1-y 2
P(x+Y<1)= | .[(xy2+%jdxdy

y=0x=0

1 2.2 3\
Y | Ee S| S
2o 2 24
y=0[ 0

v

v

v




11 1. 1 13

6 10 4 96 480

Problem S5 a) If the joint distribution functions of X and Y is given by

F(x,y):{(l_ex)(l_e_y)’ x>0, y'>0
0 , otherwise

1. Find the marginal density of X and Y.
ii. Are X and Y independent.

iii. P(O<X<3 1<Y<?2).

6-x—y
b) The joint probability distribution of X and Y is given by f(x,y)= 8

0 , otherwise
Fid P(I<Y<3 ).

Solution:a). Given F(x,y)=(1-¢")(1-¢"")

,0<x<2,2<y<4

=l-e—e e )

The joint probability density function is given by

azF(x,y)
Fe="5s"

_9 gy g e

—axay[l—e —e ' +e ’]

_ O s e

= -]

e ) x>0, y=0

0 , otherwise

-‘-f(x,y)={

(i1) The marginal probability function of X is given by

f (x) = fx (x)
= [ F(e)dy=[e "

The marginal probability function of Y is




F(y)=1 ()

=

= J- f(x,y)dx

—oo

— J'e—(x+y)dx — |:_e—(x+y) :|oo
0
0

=e”’,y>0

S f(x)f(y)=ee™ = e = f (x,y)
*. X and Y are independent.

(iii) P(1< X <3,1<Y<2)=P(1<X <3)xP(1<Y <2) [Since X and Y are independent]
3 2
= [ £ (x)dxx [ £ () dy.
1 1
3 2
=Ie‘xdx><je_ydy
1 1

5145]

= (—6_3 +e! ) (—e_2 +e! )

5 4 3, 2
=e —e —e +te

0 PO<T< Y o)= 00 (Vo o)

1 y24
oo ]

2
1
:§(16—4x—10+2x)

(o) 6-x—y
: 6—x—
f(%): f)(C)S i T




3

PO<Y<3%_ )= bf(%= 2)dy

1

1
2 2 2 2 4

L 12

2—3
4y—2L :1{14—£}=E.

Problem 6 a) Two random variables X and Y have the following joint probability density function

2—-x—-y,0<x<1,0<y<1 ) . . . .
f(xy)= 0 i . Find the marginal probability density function of X and Y. Also
, otherwise

find the covariance between X and Y .
b If f(xy)= 6_XT_y,O <x<2,2< y<4 for abivariate (X,Y), find the correlation coefficient

. . .. e . ) 2-x-y,0<x<1,0<y<1
Solution:a) Given the joint probability density function f (x,y)= .
0 , otherwise

Marginal density function of X is f, (x)= | f(x,y)dy

é'—z8

é—x, O0<x<l1
2

0 , otherwise

Marginal density function of Y is f, (y)=|(2—x—y)dx

S S——




3

——y, 0<y<l1
fY()’): 2

0 , otherwise

Covariance of (X,Y)=Cov(X,Y)=E(XY)-E(X)E(Y)

125 1

T 6 144 144

E(XY)-E(X)E(Y)

b). Correlation coefficient p,, =

Marginal density function of X is

fx (x)=j f(x,y)dy:}(6_78€_J’jdy: 6—82x

Marginal density function of Y is




0 0
8l 2 3|
_1 _E}_l 205
8 13/ 8 3 6
4 2 3
10-2 1[10y* 2 17
E(Y)=Iy(—yjdy=— -2 =
S 8 8 2 34 6

0 8 8| 3 4
4, (10-2y 1110y* 2y* | _25

(S5 4]
) 8 8| 3 4 2 3

| A e g
U7 TR a2 3|

[96_ﬁ_ﬁ_24+ﬁ+ﬁ} !

3 3 3 3] 8

Il

I
1

W
w |
L

E(XY)-E(X)E(Y) _ ;_(ZJFJJ P——
0,0, NITRVT oo

Pxy =

6 6




Problem 7 Let X, and X, be two independent random variables with means 5 and 10 and standard devotions

2 and 3 respectively. Obtain the correlation coefficient of UV where U =3X,+4X, and V =3X, - X,.

Solution:a). The probability distribution is

T B B B 77 [P SRR A R W RARA
N R R YA
! N " j ()= S () =0 Jo 1L o a0
! 0 : 0 : Var() = E(x*)-[E(X)] =3-1=2
O I N R e K N
A 3 V(r)=E(r)-[E(M)] =11 =2

Correlation coefficient p,, =

E(XY)=Zinyjp(xi,yj)

=0.0%+O.1.0+1.0.0+1.1%+1.2.0+0.0.0+0.1.0+0.2% =%

Correlation coefficient=0.
b). Given E(X,)=5, E(X,)=10
V(X,)=4, V(X,)=9
Since X and Y are independent E(XY)=E(X)E(Y)

E(UV)-E(U)E(V)
\/Var(U)Var (V)

Correlation coefficient=

E(U)=E(3X,+4X,)=3E(X,)+4E(X,)




= (3x5)+(4x10) =15+40 =55.
E(V)=E(3X,~X,)=3E(X,)-E(X,)
=(3%5)-10=15-10=5
E(UV)=E[(3X,+4X,)(3X, - X,)]
= E[9X -3X,X, +12X X, -4X,’ |
o (x?)-3E (X0, +126(xx,)-4£ (.
=9E(X?)+9E(X,X,)-4E(X,?)
9B (X)+9E(X,) E(X,)-4E(X.)
=9E(X.)+450-4E(X,’)
v(x)=E(x")-[E(x)]
E(x7)=v(X,)+[E(X,)] =4+25=29

E(X,’)=V(X,)+[E(X,)] =9+100=109

<

~ E(UV)=(9x29)+450—(4x109)
=261+450-436 =275

Cov(U,V)=E(UV)-E(U)E(V)
=275-(5x55)=0

Since Cov(U,V)=0, Correlation coefficient=0.

Problem 8 a) Let the random variable X has the marginal density function f (x)=1, —% <X <% and let the

I, x<y<x+l1, —l<x<0
conditional density of Y be f (% )z 2 . Prove that the variables X and Y are
I, —x<y<l-x, 0<x<§

uncorrelated.

b) Given f(x,y)=xe "™, x>0, y>0. Find the regression curve of ¥ on X .




1 1
2 2 27,
Solution:a). We have E(X)= [ xf (x)dx= [ xdx{%} =0
_1

0 x+1

E(XY)zI Ixydxdy+

1 x

O C——t0 [ —

T xydxdy

L o] o T

1 0 1%
:5 J- x(2x+1)dx+§£x(1—2x)dx

2

1

2% x* ’ 1| x* 2x° |2
e e el B

3 2 (1 2] 2 3 o

2

1
2
Since Cov(X,Y)=E(XY)—E(X)E(Y)=0, the variables X and Y are uncorrelated.

b). Regression curve of ¥ on X is E(%)

ARELAL

s

2';'—:8

o

Marginal density function fy (x) :J. f(xy)dy

0

= xf gy
0

—x(y+1) 17

_ e

_){ —x } =e", x20
0

-
Conditional pdf of Y on X is f(y): /(%) =X —=xe "
oo f(x) e

The regression curve of ¥ on X is given by

£ )=




x+y
Problem 9 a) Given f (X’ y) =

,0<x<1,0<y<?2 ) .
, obtain the regressionof ¥ on X and X on Y.

0 , otherwise
b) Distinguish between correlation and regression Analysis
. . . . Y
Solution:Regression of Y on X is E ( A()

E(y)= Lo ()

_f(xy)
MA)=770

Cf(xy) x4+
r(Vx)= [y (%) _2<x+y1>

2
Regression of ¥ on X = E(%() =J- yz((x:i))) dy
0 X




1
Sty

()2
[ x+y

Regression of X on Y :E()%/):,[zyq.l
0

dx

1. Correlation means relationship between two variables and Regression is a Mathematical Measure of
expressing the average relationship between the two variables.

2. Correlation need not imply cause and effect relationship between the variables. Regression analysis clearly
indicates the cause and effect relationship between Variables.

3. Correlation coefficient is symmetric i.e. r,, =r, where regression coefficient is not symmetric

4. Correlation coefficient is the measure of the direction and degree of linear relationship between two
variables. In regression using the relationship between two variables we can predict the dependent variable
value for any given independent variable value.

Problem 10 a) X any Y are two random variables with variances o and O'f, respectively and r is the

coefficient of correlation between them. If U =X + KY andV =X +y7c7x, find the value of k£ so that U and
y
V' are uncorrelated.
b) Find the regression lines:
X 6 8 10 18 20 23
Y 40 36 20 14 10 2

Solution:

GivenU = X + KY

E(U)=E(X)+KE(Y)




v=x+Zxy
O-Y

E(V):E(X)+z_—XE(Y)

If U and V are uncorrelated, Cov(U,V)=0

Il
o

E[(U-EU)(v-E(V))]

= E{(X +KY—E(X)—KE(Y))><(X +QY—E(X)—&E(Y)H =0

= E{[(X —E(X))+K(Y—E(Y))J><[(X—E(X))+&(Y—E(Y))}}:O

- E{(X —E(X)) +§—X(X —E(X))(Y—E(Y))+K(Y—E(Y))(X—E(X))+K&(Y—E(Y))2}:O

Y GY

=V (X)+ZX Cov(X,Y)+KCov(X,¥)+KZXV (¥)=0
O-Y O-Y

O-Y Y

K{COV(X,Y)+&V(Y)} =V (X)-Z Cov(x,y)

2 2
_ Oy —roy
ro,oy, +0,0,

b). X Y X2 y? XY

6 40 36 1600 240

8 36 64 1296 288 Y:sz%zm.n
’ 10 20 100 400 200

18 14 324 196 252

20 10 400 100 200

23 2 529 4 46

q X=85|3 Y=122|3 X°=1453 | § Y’=3596 | § XY =1226




o

n n 6 6

o, =\/zy2 —(&j :\/_3596_(2j =13.63
’ n n 6 6

23y 1226 31417)(2033)
r=—2t =6 =—0.95
.0, (6.44)(13.63)
b =r = _095x 2 _ 45
"o, 13.63
b, =r 2 =095x 20 _ 501
o, 6.44

The regression line X on Y is
x—x=b_(y-y)=x-1417=-045(y-y)

= x=-0.45y+23.32

The regression line ¥ on X is
y=y=b,(x—x)= y-20.33=-2.01(x-14.17)
= y=-2.01x+48.81

Problem 11 a) Using the given information given below compute X,y and r. Also compute o, when

o,=2, 2x+3y=8 and4x+y=10.

b) The joint pdf of X and Y is

X

0| =
0| W

8 8
1

Find the correlation coefficient of X and Y .




Solution:a). When the regression equation are Known the arithmetic means are computed by solving the
equation.

PR A J— (1)
4x+y=10------------ (2)
(DXx2=>4x+6y=16------- 3)

(2)-(3)=-5y=—6

6
Y75

Equation (1) = 2x+ 3(%) =8

:>2x=8—§
11
=>x=—
5
- 11 _ - 6
Le. x=—&y=—
59775

To findr, Let 2x+3y =8 be the regression equation of X on Y .

2x:8—3y:>x:4—%y

. . . 3
= b,, =Coefficient of Y in the equation of X on ¥ =—-—

Let 4x+ y =10 be the regression equation of ¥ on X
= y=10-4x

= b, =coefficient of X in the equation of ¥ on X =—4.

=— (—gj(—4) (- b, & b,, are negative )
=-245
Since r is not in the range of (—1 <r< 1) the assumption is wrong.

Now let equation (1) be the equation of ¥ on X




yo8_2%
Y7373

= b, = Coefficient of X in the equation of ¥ on X

r=tfb b, = |-2x—t=04081
" 37 4

To compute ¢, from equation (4) b, =-=

Y

o

X

But we know that b, =r

2 o,
= -==0.4081x—
3 2

=0, = -3.26

b). Marginal probability mass function of X is

When X =0, P(X)=

535 2
E(Y)= =—IX—4+IX—=—+—=—
(¥) g‘,yp(y) == 37373
E(Xx*)=Y xzp(x)=02x—+12x§:g




Cov(X,¥) = E(XY) = E(X) E(Y)=0-2x; ==

1

Cov(X,Y) 8 _ 026

r:WW_\E\/E_

Problem 12 a) Calculate the correlation coefficient for the following heights (in inches) of fathers X and their
sons Y.

X 65 66 67 67 68 69 70 72
Y 67 68 65 68 72 72 69 71
b) If X and Y are independent exponential variates with parameters 1, find the pdf of U=X-Y.
Solution:

X Y XY X’ y?

65 67 4355 4225 4489

66 68 4488 4359 4624

67 65 4355 4489 4285

68 72 4896 4624 5184

69 72 4968 4761 5184




70 69 4830 4900 4761
72 71 5112 5184 5041
q X=544| 3 Y=55 13 XY=3750 | 4 X>=37028 | § Y’ = 38132

X=X %M
n 8
?ZZ_ZE:@
n 8

XY =68x69 = 4692

oy = \/lzxz ~X = \/é(37028) —68% =/4628.5-4624 =2.121
n

o, :\/%z Yo y? :\/é(38132)—692 =/4766.5-4761 = 2.345

1

Cov(X,Y) Ly xy-xv- . (37650) —68x 69
n

=4695-4692=3
The correlation coefficient of X and Y is given by

_Cov(X,Y) 3

r(X.Y) o0,  (2.121)(2.345)

A =0.6032.

T 4973

b). Given that X and Y are exponential variates with parameters 1
fy(x)=e",x20, f, (y)=e, y20

Also fyy (x,y)=fy (x) f,(y)since X and Y are independent

-Xx -y

=e'e
—e ™. x>0, y20
Consider the transformations u=x—y and v=1y

=>Xx=u+v,y=v




o o
d(x,y) |ou ov _‘1 —1‘

J = - -
d(u,v) Q@ 01

ou ov

=e ") 4y >0,

In Region I when u <0

=) o

f(u)= j f(u,v)dv= Ie_“.e_

—u —u

-2v |
EX ¢
-2
—u
—u

=62[0—ez”}=%

In Region II when u >0

£ (u) = fvyav

2
%, u<o0
fu)=17,
¢ , u>0
2

Problem 13 The joint pdf of X and Y is given by f(x,y)=e """, x>0,y >0. Find the pdf of U =

=1 v %
Jov (u’v):fxy (x’y)|‘]|:e_x€_y =e"e %

v2=20 R

2vdv

A

N

X+Y

b) If X and Y are independent random variables each following N (0,2), find the pdf of Z=2X +3Y.If X

. . , T X
and Y are independent rectangular variates on (0,1) find the distribution of R

. . . +
Solution:a). Consider the transformation u = x_zy &v=y

ax ax
;29(xy)_lou ov|_[2-1
d(u,v) dy dy| [0 1

ou ov

=>x=2u—-vand y=v




Jov (”’V):fXY (x’y)|‘l|

— e—(x+y) 7= 26—(x+y) — 26—(2u—v+v)

=2¢, 2u—v>0, v>0

0 , otherwise
b).(i) Consider the transformationsw =y,

ie.z=2x+3yandw=y

i.e.x=%(z—3w),y=w

LT
_9(xy) |oz ow|_[z —3[_1
7| = = =2 2|==.
d(zw) |9y Ay 0o 1| 2
0z dw

Given that X and Y are independent random variables following N (0,2)

)

Sy (x,y)zge 8 —co<x,y<oo

The joint pdf of (z, w)is given by

fZW(Z’W):|J|fXY (x,y)

1 L[(Z—Sv\/)2+4w2j|

— e 2

,—oo <z w<oo,
167

The pdf of z is the marginal pdf obtained by interchanging f,,, (z,w) w.r.to w over the range of w.




1 s —L(12—6w1+13w2)
fz(z)=ﬁ (e 32 jdw

—oo

2 13( 5 6wz (3zY (32 >
z° oo W |
vy 32 13 13 13

=——=e ¥ ||e W
167

—oo

zz 972 o z)
ENE J'

P 132

:—e_@_[e 2 dr
167

—oo

r=Be 2B o1 a o /r32dr dt
32 16 13 13

1
16 |13 dr=dt:Lr 2dr =dt

13Vr32 J13x+2

2 o 1
2 4 el T
e 8X13Ie "r 2dr

Tler13xV2

] 1
e 8Xl3_"e_’r 2dr

1
- 2713%+/2 0

2 —

— 1 . 2(2413)

_ 1 e 8><13\/; _
27z\/E><x/§ 2\/5\/275

ie.Z0 N(0.2413)

b).(ii) Given that X and Y are uniform Variants over (0,1)

0, otherwise 0, otherwise

h 0=

1,0<x<l1 I, O<y<l1
Y(y):

Since X and Y are independent,

I, O<x,y<l1

fo (3)= 1, (X)fy(y){

0, otherwise

. . X
Consider the transformationu =—andv =y
y

ie. x=uv and y=v




7 29(xy) _|ou ov
d(u,v) dy dy
ou dv
V 0‘
= =y
u l

= Jov (”’V) = fxr (x’y)|‘]|
=y, O<u<oo, O<v<oo
The range for u# and v are identified as follows.

O<x<land O<y<l.=0<uv<land O<v<l
=uv>0,uv<]l,v>0 and v<1

=uv>0and v>0=u>0
Now f ()= [ fuy (u,v)av

The range for v differs in two regions

F ()= | o (0

; V2 : 1
:jvdv: Yl =2 0<u<l
22

Problem 14 a) If X ,X,,....X, are Poisson variates with parameter A =2. Use the central limit theorem to

estimate P(120< S, <160) where s, = X, + X, +

...... +X,and n=75.

b) A random sample of size 100 is taken from a population whose mean is 60 and variance is 400. Using

central limit theorem, with what probability can
1 =60 by more than 4.

we assent that the mean of the sample will not differ from

Solution: a). Given that E(X,)=A=2and Var(X,)=4=2




[Since in Poisson distribution mean and variance are equal to A ]
ie. g=2and o’ =2

By central limit theorem, S, [l N (n,u,nO'Z)

S, 0 N(150,150)

. P(120< S, <160) = P(m‘”o <z< 160—150)

NETRINET
= P(-2.45<7<0.85)
=P(-245<7<0)+P(0<z<0.85)
=P(0<z<245)+P(0<z<0.85)
=0.4927+0.2939 =0.7866

b). Given thatn =100, £ = 60,0 = 400

Since the probability statement is with respect to mean, we use the Linderberg-levy form of central limit
Theorem.

2 2

— o |. - C . . . o
XN ( ,u,—} 1.e. X follows normal distribution with mean'x" and variance —.
n n

ie. X0 N(60,@J
100

X [ N(60,4)

p {mean of the sample will not } _p {f will not differ from

differ from60by morethan4 M =60by morethan4

<z<
2 2

P[56—60 64—60}

=2P[0<Z <2]=2x0.4773=0.9446




Problem 15 a) If the variable X,,X,, X, X, are independent uniform variates in the interval (450,550), find
P(1900< X, + X, + X, + X, <£2100) using central limit theorem.

b) A distribution with unknown mean g has a variance equal to 1.5. Use central limit theorem to find how

large a sample should be taken from the distribution in order that the probability will be at least 0.95 that the
sample mean will be within 0.5 of the population mean.

Solutiona). Given that X follows a uniform distribution in the interval (450,550)

b+a 450+550
2

Mean= =500

, (b—a)  (550-450)"
Variance = = =833.33
12 12

By CLT, §, =X, +X, + X, + X, follows a normal distribution WithN(n,u, n0'2)

The standard normal variable is given by Z = S, ’Z'u
no
when S, =1900, Z = 1900-4x500 100 17

J4x83333 5773

2100-2000 _ 100

J4x83333 5773

~ P(1900< S, <2100) = P(~1.732 < 7 <1.732)

1.732

when S, =2100, Z =

=2xP(0<z<1.732)

=2x0.4582=0.9164.

b). Given E(X,)=pand Var(X,)=1.5

Let X denote the sample mean.

J15

By C.L.T, X follows N{ ﬂ,_'j

In

We have to find 'n' such that P(#—0.5<X <x+0.5)>0.95
ie. P(-0.5<X —1<05)>.95

P(| X -4|<05)>.95

|

o
+-Z{<05[>0095
n }




P||7<0.5

N

—”} >0.95
o

P||7<0.5 >0.95

Nn_
1.5

ie P(|Z|<0.4082/n)20.95
Where 'Z' is the standard normal variable.

The Last value of 'n’ is obtained from P(|Z]<0.40824/n)=0.95
2P(0< 2 <0.4082v/n) =0.95

= 0.4082v/n =1.96
=n=23.05
.. The size of the sample must be at least 24.
16.The joint probability function of the R.V's (X,Y)is f(x,y) = c(2x + y),
where x & y can assume all integers suchthat 0 < x <2&0<y <3 and
f(x,y) = 0 otherwise.Find the value of cand P(X > 1,Y < 2). [APRIL/MAY 2015]

Solution: Given f(x,y) = c(2x+y),

where x & y can assume all integerssuchthat) < x<2&0<y <3

X1lY 0 1 2 3 P(Y =vy)
0 0 C 2c 3c 6¢
1 2c 3¢ 4c Sc 14c
2 4c 5c 6¢ Tc 22¢
P(X =x) 6¢ 9c 12¢ 15¢ 42¢

1

WKT Y Y P(x,y)=1= 42c=1> c==

P(X>1Y<2)=P(X=2Y=012)

= P(2,0) + P(2,1) + P(2,2)

=4c+5c+6c=15c=2=>
42 14

, —(x+y)
17.Suppose that the RV s X & Y have the joint pdf f(x,y) = {e X>0,y>0

0 ,Otherwise’
Find (DP(X > 2,Y <4) (ihDP(X >Y). [NOV/DEC 2015]
—(x+y)
Solution: Given f(x,y) = {e x>0,y > 0
0 , Otherwise

OPX >2,Y <4) = [ [Fe"CNdxdy




= (J; e *dx) ([, e dy)

=[—e]P . [-e?g=e2(1-e™)
(D) PX > V) = [ [ e” P dxdy

= [, J, e e Vdxdy

= [Ce[-e*]y dy

= fome_y [0 +e7Y]dy

=Sy e ar =[] = [0+

—X =2y
18.The joint probability function of the R.V's (X,Y) is f(x,y) = {Ze e, x>0y>0

0 ,Otherwise
Compute (1)) P(X>1Y<1) (2)PX<Y) (BPX<a). [APR/MAY 2015]
. . _ (2e7Xe ¥,x >0,y >0
Solution: Given f(x,y) = { 0 Otherwise

(DPX>1Y<1)= fol floc 2e *e~2Ydxdy

= Z(floce_xdx). (fol e—ZJ’dy)

<[] [ = e

_ oy o _ < _ e~ *1Y
QRPX<Y)= [, [;2e e Pdxdy=2[ e [_—1]0 dxdy

=27 - ey =2 [+ ] =254 =
BPX<a) = [ FO) dx = [ f(xy)dy) dx
= foa(fooc 2e*e"¥dy) dx

= Z(foa e *dx). (fom e~ 2dy)

S PR

19.Let the joint pdf of the random variables X and Y is given by

_(Cxy!0<x<y<1 . . . :
fx,y) = {0 Otherwise (1)Find C (2)Find the marginal pdf sof X and Y
(3)Find f(x|y). [NOV/DEC 2015]
con: : _(Cxy?0<x<y<1
Solution: Given f(x,y) = { 0 Otherwise

i) WKT [* [* f(x,y)dxdy = 1

1,y 2 _ 1 [x2 Zy .
Jo I Cxy?dxdy =1=C | [73/ ]Ody_1




Crlyagy =S 5 €1 _
=2 yidy=3|%] =55=1=C=10
@i1)To find marginal df’sof X & Y

WKT Marginal df of X is f(x) = f_ofx f(x,y)dy

_ (Mexvidy = cx |2 = &)
—fxnydy—Cx[3]x— —,0=<x<1
WKT Marginal df of Y is f(y) = f_oco( f(x,y)dx

y
f) = [ Cxy?dx = Cy? [XZ—Z]O =5y4,0<y<1

(iii))WKT the conditional density function of X given Y=y is f(x/y) = %
_ loxy? _ 2x
f(X/y)— 5:)/4 _yzlSXSyS 1

20.The joint pdf of a two — dimensional random variables (X,Y)is given by

2,0<x<1,0<y<x,

fx,y) = {0 Otherwise Find the marginal density functions of X &Y.

[APR/MAY 2015]
Solution: WKT Marginal df of X is f(x) = f_oco( flx,y)dy
=f0dey=2x,O<x<1
WKT Marginal df of Y is f(y) = [, f(x,y)dx
=fy12dx=2(1—y),o<y< 1

21.The joint pdf of the R.V's (X,Y)is given by f(x,y) = 4xy e‘("2+3’2),x,y >0.

Are X and Y independent? Find conditional density function of X givenY = y.
[APR/MAY 2015]

Solution: Verify X & Y are independent ?

ie Verify f(x,y) = f(x).f(¥)

To find marginal df’s of X & Y
WKT Marginal df of X is f(x) = f_oco( f(x,y)dy
f@) = fy 4xy =@ *+%)ay
= 4xe™*’ fooc ye Y dy
= 4xe~* G) = 2xe~*" x>0
WKT Marginal df of Y is f(y) = f_oco( f(x,y)dx

fO) = [y 4xy e 079 )dx




= 4ye™V" foocxe‘xzdx
= 4ye‘3’2 (%) = Zye_y2 ,y>0
S fO)-f) = 2xe™ . 2ye™" = dxy ") = f(x, )

Hence X and Y are independent

fxy)

WKT the conditional density function of X given Y=y is f(x/y) = ey

4xy e~(*+7%)

P = er‘xz,x,y >0
yve

fx/y) =

22.The joint pdf of the R.V's (X,Y)is given by f(x,y) = kxy e‘("2+y2),x,y > 0.
Are X and Y independent? Justify. [APRIL/MAY 2015]
Solution: WKT [* [ f(x,y)dxdy =1
= fooc fooc kxy e"(C**+7)dxdy = 1
= k(fooce_xzdx)(fooce_yzdy) =1
= k(1/2)(1/2) =1 (v [ e dx=1/2
= k=4
Verify X & Y are independent ?

ie Verify f(x,y) = f(x).f(y)

To find marginal df’s of X & Y
WKT Marginal df of X is f(x) = [*._f(x,y)dy
@) = J; 4xy e O dy
= 4xe™*’ fooc ye ¥ dy
= 4xe~* G) = 2xe~*" x>0
WKT Marginal df of Y is f(y) = f_ofx f(x,y)dx
fO) = [y 4xy e 079 )dx
= 4ye™’ foocxe_xzdx
= 4ye‘y2 G) = Zye‘y2 ,y>0

f ). f() = 2xe ™" 2ye™" = dxy e= (%) = f(x, y)

Hence X and Y are independent




23. Let the joint pdf of the random variables X and Y is given by

4xy ,0<xy<1
ey ={g™ >

To find marginal df’s of X & Y

WKT Marginal df of X is f(x) = fif(x, y)dy = fol 4xy dy

WKT Marginal df of Y is £ () = [~ f(x,y)dx = [, 4xy dx

24. Suppose that the R.V's X & Y have the joint pdf

2,x>0y>0x+y<1
fy) ={ Y !

To find marginal df’s of X & Y

WKT Marginal df of X is f(x) = f_oco( f(x,y)dy

WKT Marginal df of Y is f(y) = f_oco( f(x,y)dx

E(X) = [* xf()dx = [ x.2(1 - x) dx =3

E(X2) = [ x*f(x)dx = [ x.2(1 —x)dx =

Var(X) = E(X?) — [E(X))? = 3 - (%)2 _ 1

3

-
3 0 3

[APR/MAY 2015]

0 Otherwise TMALEX) (EX) EX+Y)  (HEXY).
- - _(4xy 0<xy<1
Solution: Given f(x,7) = {0 ,Otherwise

1
=4xf01ydy=4x [y?z]o=2x,0<x<1

1
=4yf01xdx=4y [x?z]o=2y,0<y<1

371

« 1
2x
MEX) = | xf(x)dx = | x.2xdx = |—
Jpreose-]
(o4 1 2 2
(E®Y) = Jyf(y)dy = Jy- 2y dy = [%L =3
o J
D) EX +Y) =EX) +E(Y) =2+2=3
(WE(XY) = E(X).E(Y) =22 =

= % (~ X &Y are independent

0 Otherwise COMPULE Pxy. [NOV/DEC 2015]
ion: : _(2,x>0,y>0x+y<1
Solution: Given f(x,y) = {0 Otherwise

=J, 2dy=2(1-x),0<x<1

= [ Y2dx=2(1-y),0<y<1




1

Similarly E(X) = é ,E(X?) = % and Var(Y) = P

EQXY) = [ [ xy f(x,y)dxdy = [; [} " xy.2dxdy = =

11
5=

36

1

Cov(X,Y) = E(XY) — E(X).E(Y) = 12

_CovXY) _ 1
Xy = OxOy -

e x>0,y>0

25.8 that the R.V's X & Y have the joint pd : ={
uppose that the s ave the joint pdf f(x,y) 0 “Otherwise

x
Find the joint pdf of the random variables U = ; and V = y and hence obtain the

marginal pdf of U. [NOV/DEC 2015]

e x> 0,y>0

Solution: Given f(x, ={
olution iven f(x,y) 0 , Otherwise

(i)Find the joint pdf of the random variables U = Eand V=y

WKT h(U,V) = ][ f(sy) Where] = 252

GivenU=§andV=y:>x=UVandy=V
ouU odUu
ox  dy
av oV
ox dy

=lo 1=V

\
I

=~ h(U,V) = Ve~ (WV+V) = ye-VU+D v > 0
(ii) The marginal pdf of U
. . <
WKT Marginal df of Uis f(U) = [___f(U,V)dV
—_ (®y.—V(U+1)
= [, Ve av
e—V(U+1) e~ V(U+1) *®
=3V —1.
—-(U+1) (U +1)? o
!
T w+1)?’

U>0

26.A random sample of size 100 is taken from a population whose mean is 60 and
variance 400.Using CLT, with what probability can we assert that the mean of the
sample will not dif fer from u = 60 by more than 4? [APRIL/MAY 2015]

Solution: Given u = E(X)=60, o= Var (X) = 400 & n=100

>

g

‘M,\/—E

)by CLT => 7 = -

X is sample mean X~N ( -
Vn




X-60
2

Here p =60, % = % =2ie., X~N(60,2) =>z =

we have to find P[|X — u| < 4] = P[|X — 60| < 4]

=P (4< X — 60 < 4)=P (56< X < 64)

56—60 _ X—60 _ 64—60
P ]:P(—ZSZSZ)

=p|

=P(2<2z<0)+P(0<z<2)

=2 P (0< z < 2)=2(0.4772)
P[|X — pu| < 4] = 0.9544

27.Compute the coefficient of correlation for the following data :

10 |11 13 15 |18
60 |52 |48 40 |30 [APRIL/MAY 2015]

X
Y




UNIT -3 TESTING OF HYPOTHESIS

» LARGE SAMPLE n > 30
+» Testing of Hypothesis about a population p & P
Null hypothesis Ho: P= Population proportion

p = sample proportion

Test statistic for z-test about p:z= ——— where Q = 1-P

P
The confidence Interval is p £z, , {—Q
n

1) If the sample is from a finite population of size N then

PO( N -
=

2) If P is not knows assume p=P and SE(p) =, }ﬂ
n

% Testing of Hypothesis about the difference between two population P1 & P2
Null hypothesis Ho: Pi=P»

p1 = sample proportion]

p2 = sample proportion2

- +
7= P — P where P = P TPy is the pooled sample proportion.
1 1 n, +n,
POl —+—
n,.n
<> Testing of Hypothesis about population mean X & lLl

Null hypothesis Ho: X = MU

Sample mean = X

XU

0'/\/;

Population mean= ¢ Z =
If the population S.D. “c” is not given then the sample S.D. “s” is used when n is large

The confidence Interval is x * Z(Z(Lj

Jn




K/

DS

Testing of Hypothesis about the difference between two means pi1 & p2

Null hypothesis Ho: p1 = p2

Sample 1 | Sample 2

Mean X1 X2

Standard Deviation S1 S2

Population variances as 61 and 6>

X —X
z= l2 - 2

o, O,

n, n,

2 2
n,s; +n,s
2) If 61 & 6, are equal and not known the ¢ - —-1—2°2
n, +n,
7_61 — )_Cz
3) If If 61 #062 and If 61 & G2 are not known G1=8; & G2=s2 and z=
S5
+
n,n,
2 O_Z
4) The confidence interval for difference of two population is (X, — X, )*za ,|——+—=
noon

Testing of Hypothesis about the difference between two standard deviations s1 & s2

Null hypothesis Ho: 61= 02

Population variances as 61 and G2

7= 5178,
2 2
(o (o}
O O
2n, 2n,

If 01 & 67 are known ©1=s; & G2=s, and z=

2, 2n,




< Degree of freedom If n is the number of observation and k is the number of independent constrains (the

number of constants that have to be estimated from the original data) then n-k id the degree of freedom
» Small SAMPLE n < 30
> (- test
o Properties
= - distribution ranges from (-00,00)
= - distribution is bell shaped and symmetrical around mean zero
= The shape of the t- distribution changes as of degree of freedom changes. Hence the
degree of freedom v is the parameter

= The variance of the t- distribution is always greater than one and it is defined only when

v 23 and is

v-2
¢ Testing of Hypothesis about the population mean
o Assumptions for t- distribution for population mean
= The parent population from which the sample is drawn is normal
= The sample observation are independent
= The population S.D. © is not known.

o Null hypothesis Ho: & = population mean

Sample mean = x

Population mean = u

f_ﬂ . — le \/ 1 —\2
t= with df (n-1) x = S=.—) (x. —X)
S/\/; (1) n n Z

1. The confidence interval for population mean is x ¢, (ij where t is based on n — 1 d.f.

Jn

2. Issis known then ¢ = XA
s/vn—1
« Testing of Hypothesis about the difference between two means pi1& p2

Null hypothesis Ho: p1 = p2

Sample 1 | Sample 2

Mean X y

Standard Deviation S1 S2

Sample size ni n2




*

¥ = 3=
n, n,
1 —\2 —\2
St=—— |(x. — +(y. —
vt URSRSUREIN
1
§* = n +n, _2[’71312 +n2S22]

Degree of freedom is nj+n»-2

o Assumptions for t- test for difference of means
1. Parent population from which the samples have been drawn are normally distributed
2. The population variance are equal and unknown
3. The two samples are random and independent of each other.
Paired t-Test for difference of Means p1& 2
Null hypothesis Ho: p1 = p2

The samples are drawn from the same population under two different time instants

d
S/n

- d. _
The test statistics t= ¢ = with df n-Iwhere d =) —~and § = \/le(di —-d)*
n n—
F -Test
The F-distribution is formed by the ratio of two independent chi-square variables divided by their

respective degrees of freedom.

Properties of F — Distribution
1. The F — Distribution is positively skewed and its skewness decreases with increase in vi & v2

2. The value of F is always be positive or 0

3. The mean of F — Distribution is v,>2

v,—2
4. The shape of F — Distribution is depends upon the number of degree of freedom.
Testing of Hypothesis for Equality of Two Variances

Null hypothesis Ho: 612= 622

To test the equality of variances in two independently selected random samples drawn from two normal

populations with Ho: 612= 622

when S1> S»




S, :\/ I_IZ(X,.—;—CI)2

n

Szz\/ ! D (x;-%,)’

n, —1
vi=ni-1& vo=n-1 Si> S

Note To test whether two independent samples have been drawn from same normal population

1) Equality of population means using t —test
(11) Equality of population variances using F-test

First apply F test then t-test

If sample variances are given as si and sathe Siand S» are calculated as

2
ns
Si?=—"L and S’ =
n, —1 n,—1

2
n,s,

X/
°

Chi-square distribution
Definition: A distribution obtained from the multiplying the ratio of sample variance to

population variance by the degrees of freedom when random samples are selected from a
normally distributed population

X/
°

Contingency Table
Data arranged in table form for the chi-square independence test

X/
°

Expected Frequency
The frequencies obtained by calculation.

¢ Goodness-of-fit Test
A test to see if a sample comes from a population with the given distribution.

+* Independence Test
A test to see if the row and column variables are independent.

X/
°

Observed Frequency
The frequencies obtained by observation. These are the sample frequencies.

Goodness-of-Fit Chi-Square Test
(O-E)’

2_
X =2 £

df = # categories — 1

Chi-Square Test for Independence

2_ (O_E)Z row sumxcolumn sum
=2 E df = (rows - 1)(columns — 1) Expected value =

grand total




Probability and Statistics
Formula Sheet

I. Descriptive Statistics

Sample Mean Sample Mean Depth of Median Midrange Range
(List of Data) (Freq. Distrib.)
72X ==Y dn=""1 Midrange="1"E R=H-L
n xf 2 2
Sample Variance Pop. Variance Sample St. Deviation Pop. St. Deviation
(List of Data) (List of Data) (List of Data) (List of Data)
Szzz(x_f)2 GZZZ(x—,Lt)Z o= 2()(—})2 o= z(x_ﬂ)z
n-1 N n-1 N
Variance St. Deviation
(Grouped Data) (Grouped Data)
5 _[(z fx,) J 5 f,xi_[(Zf-x,,l) ]
) n n
S = §=
n—1 n—1
Chebyshev’s Standard Score Percentile of a Piece of Data kth Percentile
Interquartile
Theorem z-score Range
1 X .. number of valuesbelow +0.5 _nk P
atlm“l_ﬁ = o percentile= total number of values 100 Pk_lOO TOR=0,-0,

II. Probability

Permutation Rule: The arrangement of n objects in a specific order using r objects at a time is called a
permutation of n objects taken r objects at a time. It is written ,P. and the formula is

n!

n Pr:
(n—=r)!

Combination Rule: The number of combinations of r objects selected from n objects is denoted by ,C., or

n>r?”

n!

["j , and is given by the formula ,C =
r

rli(n—-r)!’
Empirical Theoretical Complement General Special Addition
Rule
Probability  Probability Rule Addition Rule Mutually Exclusive Events
Pa)="A) P(A):"E?i P(A)=1-P(A) P(Aor B)=P(A)+P(B)-P(Aand B) P(Aor Bor...D)=P(A)+P(B)+..+P(D)
n n




General Special Multiplication Rule Conditional

Multiplication Rule for Independent Events Probability
P(Aand B)=P(A)-P(BIA) P(Aand Band...and D)=P(A)-P(B)-... P(D) P(AIB):%
Mean of a Variance of a St. Deviation of a Binomial
Prob. Distribution Prob. Distribution Prob. Distribution Prob. Function
ﬂzZ[x-P(x)] O'2=Z[x2-P(x)]—,u2 o= Z[JCZ-P()C)]—,U2 P(x)=[2]-p“-q” for x=0,1,2,...
Mean of a Variance of a Standard Deviation of a
Binomial Random Variable Binomial Random Variable Binomial Random Variable
u=np o’=npq o=\npq
PART - A

1. Define Sample
A finite subset of statistical individuals in a population is called sample.

2. Define Sample Size:
The number of individuals in a sample is called the sample size.

3. Define Parameter
Any statistical constant which is computed by considering each and every observation of the population
is called as a parameter.

4. Define Statistic
Any statistical constant which is computed by considering a part of the information from the population
is called as a statistic.

5. What is sampling distribution of the statistic?
The Probability distribution of a statistic is called a sampling distribution.

6. Define Standard Error
The standard deviation of sampling distribution of a statistic is known as its standard error and it is
denoted by (S.E)

7. Explain Test of Significance
A very important aspect of the sampling theory is the study of tests of significance which enable us to
decide on the basis of the sample results, if
(1) The deviation between the observed sample statistic and the hypothetical parameter value is

significant.

(i1) The deviation between two sample statistics is significant.

8. Define Null Hypothesis
A null hypothesis is denoted as Ho and it is assumed to be true by carrying out the test procedure. The
null hypothesis always assumes that there is no significant difference between the things that are
compared.

9. Define Alternative Hypothesis
It is a contradiction to the null hypothesis. It is represented as Hi. It may be an inequality (or) greater
than (or) less than type. The alternate hypothesis decides the nature of test under consideration.




10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

Define Type I error and Type II error.
Type I error: Rejecting Ho, when Hp is true
Type II error: Accepting Ho, when Ho is false.
What is Producer’s risk and Consumer’s risk?
The sizes of Type I error and Type II errors are called Producer’s risk and Consumer’s risk respectively.
Explain Level of Significance
Level of significance is the probability of type I error. It is denoted by a. It is the size of the rejection
region. The significance of a is that it gives the percentage of cases in which the conclusion derived on
the basis of sample will go wrong.
Define Critical Region
In tests of significance, the total area of the probability curve is divided into two regions (i) Acceptance
and (ii) Rejection. The rejection region is also called as the critical region and its size is equal to a.
Consequently the size of the acceptance region will be 1-a.
Define Critical Value
The value of the test statistic which divides the rejection region and the acceptance region is called the
critical value. The Critical values is usually extracted from the statistical tables.
Define Student’s t-Distribution

A random variable T is said to follow student’s t-Distribution or simply t-distribution, if its pdf

is given by
—(v+1)

f) = % (1 + t—) P _m<t< oo, where v denotes the number of degrees of freedom of the
EEIE

2’2
t-distribution.
Uses of t-distribution
The t-distribution is used to test the significance of the difference between
) The mean of a small sample and the mean of the population
(i) The means of two small samples and
(ii1))  The coefficient of correlation in the small sample and that in the population, assumed zero.
State the properties of t — distribution
1) The probability curve of the t-distribution is similar to the standard normal curve, and is
symmetric about t=0, bell-shaped and asymptotic to the t-axis
(i1) For sufficiently large value of v, the t-distribution tends to the standard normal distribution.
(iii))  The mean of the t-distribution is zero.

(iv)  The variance of the t-distribution is vaz’ if v>2 and is greater than 1, but it tends to 1 as v—oo
Define Snedecor’s F-Distribution

A random variable F is said to follow snedecor’s F-distribution or simply F-distribution if its pdf
is given by

171/2 1;1/ -1
vilv F /2
Fr) =l e
p(5%)(1+5)

Write down the value of y*for 2 X 2 contingency table with cell frequencies a, b, ¢ and d.

F>0.

. 2 ) 2 _ (atb+c+d)(ad—bc)?
The 2 X 2 contingency table for y“ testis y* = @ OB d) @b crd)




PART-B

An automatic machine fills tea in sealed tins with mean weight of tea 1 kg and standard deviation of 1gm. A
random sample of 50 tins was examined, and it was found that their mean weight was 999.50g. State whether
the machine is working properly or not.

Solution: x= sample mean = 999.50 u = population mean = 1000 ¢ = population standard deviation = 1 n= 50

large sample
Ho= the machine work properly i.e X = u
H,= the machine not work properly i.e X #u

LOS=5%

Test statistics: Z = ~5t = 222221990 _ _ 3 53535 The critical value of z =1.96

n V50

Conclusion: reject the null hypothesis and accept the alternative hypothesis ie the machine not work properly

as Z cal is greater than Z tab

The weights of fish in a certain pond that is regularly stocked are considered to be normally distributed with a
mean of 3.1 kg and a standard deviation of 1.1kg. A random sample of size 30 is selected from the pond and the
sample mean is found to be 2.4kg. Is these sufficient evidence to indicate that the mean weight of the fish
differs from 3.1kg? Use a 10% significance level.

Solution: ~ x= sample mean = 2.4 u = population mean = 3.1 & = population standard deviation=1.1  n=30 large

sample
Ho= The mean weight of the fish does not differ significantly i.e X = u
Hi= The mean weight of the fish differ significantly i.e X #u

LOS=10%

f—p  24-31

Test statistics: Z =—%—= ==-3.48

gl
8=

The critical value of z =1.645

Conclusion: reject the null hypothesis and accept the alternative hypothesis ie The mean weight of the fish differ

significantly as Z cal is greater than Z tab

A Stenographer claims that she can type at a rate of 120 words per minute. Can use reject her claim on the
basis of 100 trials in which she demonstrates a mean of 116 words with a standard deviation of 15 words? Use

5% level of significance.
Solution:  x= sample mean = 116 u = population mean = 120 ¢ = population standard deviation = not given
n= 100 large sample s= Sample standard deviation = 15

Ho= The mean typing speed =120




Hi= The mean typing speed not 120

LOS=5% Test statistics: Z =254 =212 _ _ 166

Vn 100

The critical value of z =1.96

Conclusion: reject the null hypothesis and accept the alternative hypothesis ie the typing speed is not 120 as Z cal is

greater than Z tab

4. In a certain factory there are two different processes manufacturing the same item. The average weight in
sample of 250 items produced from one process is found to be 120 gms with a s.d of 12 gms; the corresponding
figures in a sample of 400 items from the other process are 124 and 14. In there any significant difference

between the averages of two samples at 1% level of significance?

Solution nl=250 x1 =120 sl =12
n2= 400 x2=124 s2 =14
Ho= there is no significant difference between the average of two samples pi=p2
H,= there is a significant difference between the average of two samples W 7u2

LOS=5%

X, —X -
Test statistics: z= ! Z_ - 120124 =-3.87

s leqmz
n, n, 250 124

The critical value of z =1.96

Conclusion: reject the null hypothesis and accept the alternative hypothesis ie the typing speed is not 120 as Z cal is

greater than Z tab

5. The average annual pay in 1989 was Rs 21,128 in the state of Tamil Nadu and Rs. 25,233 in the state of
Maharastra. There is a difference of Rs 4,105. Suppose that a statistician believes that the difference is much
less for employees in the manufacturing industry and takes an independent random sample of employees in the
manufacturing industry in each state. The results are as follows:

At the 0.05 significance level, do the data support the statistician’s belief that for employees in the manufacturing

industry, the mean annual salary in Tamil Nadu differs from the mean annual salary in Maharastra by less than

Rs 4105?

=|
17}
=

State

TamilNadu 21,900 3,700 150

Maharashtra 24,800 3,100 190




Solution
nl=150 x1=21900 sl =3700
n2= 190 x2 =24800 s2 =3100
Ho= there is no significant difference between the average of two samples p1.u2=4105
Hi= there is a significant difference between the average of two samples p1-p2#4105

LOS=5%

(x, —x,)—ul-p2 _ (21900 —24800) — 4105
st st \/37002 , 3100°
150 190

=-18.5995

Test statistics: z=

The critical value of z =1.96

Conclusion: reject the null hypothesis and accept the alternative hypothesis that there is a significant difference

between the averages of two samples

A college conducts both day and night classes intended to be identical. A sample of 100 day students’ field

estimation results as below: x, =724 and o, =14.8 A sample of 200 night students’ field examination

results as below: x, =739 and o0,=17.9 Are the two means statistically equal at 10% level of
significance?

Solution ny;=100 M =724 and o, =148

=200 x, =73.9 and o, =179
Ho= there is no significant difference between day and night classes pi=p»

H,= there is a significant difference between day and night classes pi#u»

LOS=5%

X, —X —
Test statistics: z= L Z_ - 120124 =-0.77025

s Ju:w
n, n, V250 124

The critical value of z =1.96

Conclusion: Z cal is less than Z critical hence accept the null hypothesis that there is no significant difference

between day and night classes




A soap manufacturing company was distributing a particular brand of soap through a large no of retail shops.
Before a heavy advertisement campaign, the mean sales per week per shop were 140 dozens. After the
campaign, a sample of 26 shops was taken and the mean sales was found to be 147 dozens with s.d =16. Can
you consider the advertisement effective?

Solution: Null hypothesis Ho:p=140 there is no effectiveness in advertisement
H;:u>140 there is an effectiveness in advertisement
n=26s=16, x =147

- x—p  147-140

= = =2.19
s/iAn—1 16/~425

tabes)= 1.708 Conclusion: tca>tup reject the Hy that is there is an effectiveness in advertisement

A delivery service is considering delivering Arun’s ice-cream if the average order in a suburban area is greater
than 1.5 liters of ice-cream. A random sample of 23 household order yield a mean of 1.7liters with a standard
deviation of 0.5 liters. Test at (.05 significance level that the mean household order is greater than 1.5 liters.

Solution: Null hypothesis Ho:p =1.5 average order in a suburban area is 1.5 liters of ice-cream
Hi: p > 1.5 average order in a suburban area is >1.5 liters of ice-cream
n=23s=0.5, x =1.7

Xx—u 17-15

T s/n-1_ 05/V23

tab22)= 1.717

t =1.918

Conclusion: tca>twb reject the Ho that is average order in a suburban area is >1.5 liters of ice-cream

A chemical products distributor is faced with the continuing problem of broken glassware and flasks. He has
determined some additional shipping precaution and asked the purchasing director to inform the supplies of
these precautions. Data for 8 suppliers are given below in terms of average number of broken items per
shipment. Do the data indicates, at & =0.05, that the new measures have lowered the average number of

broken item?

Supplier 1 2 3 4 5 6 7

Before 16 12 18 7 14 19 6

After 1413126 9 158




X (before-atter)

5]

_ [0 _8(2115) iy

T T
= 27005
wpe & =298 pgage
JiTE
 Eam 2y
ke 5 E _0.9398_2'1469

Before After x
16 11 2 4
12 13 1 1
18 12 6 36
7 6] -1 1
11 9 5 25
19 15 4 16
6 8 -2 4
17 15 2 i
17 91
Ho i1 = p2
Hiui>p2 o=5%
ex? 17
X = =2.125
n 8
e B N niEr
n-1 A

Ho is rejected. The new measures have not lowered the average no. of broken items.

10. A lawn-equipment shop is considering adding a brand of lawn movers to its merchandise. The manager of the
shop believes that the highest quality lawn movers are Trooper, lawn eater and Nipper, and he needs to decide
whether it makes a difference which of these three shop adds to its existing merchandise. Twenty owners of
each of these three types of lawn movers are randomly sampled and asked how satisfied they are with their

lawn movers

Lawn mover Very satisfied Satisfied Not satisfied Total
Trooper 11 6 3 20
Lawn eater 13 4 3 20
Nipper 13 6 1 20

Are the owners of the lawn movers homogeneous in their response of the survey? Use a 5% significance level.




11.

Solution :
Ho: Owners of lawn movers homogenous in this response to the server.
Hi: Owners of the lawn movers are not homogenous in the response to the server.

We combine satisfied and not satisfied category as not satisfied category has value less than S.

Observed | Expected | (Obse-Exp)*/Exp
11 12 0.0833
9 8 0.1250
13 12 0.0833
7 8 0.1250
13 12 0.0833
7 8 0.1250
Total 0.0625

Eater from X? table for

df=(r-1)(C-1)=3-H(2-1)=2

a=0.05

x> =5.991

(x*=0.625) < (x4 =5.991)

Ho is accepted. Hence the owners of the Lawn Movers are homogeneous in their response to the survey.

In an industry, 200 workers, employed for a specific job, were classified according their performance and
training received /not received to test independence of a specific training and performance. The dates is
Performance
Good Not Good Total
Trained 100 50 150
Untrained 20 30 50
Total 120 80 200

5% level of significance

Solution :Hy: Worker are homogenous
Hi: Worker are not homogenous in.

We combine satisfied and not satisfied category as not satisfied category has value less than S.




Observed | Expected | (Obse-Exp)*Exp
100 90 1.111111111
50 60 1.666666667
20 30 3.333333333
30 20 5
Total 11.11111111

Eater from X table for
df=-DH(C-DH=2-1H2-1)=1 0=0.05
x> = (x2=11.11111111) > (x> =)

Ho is Rejected. Hence the the workers are not homogeneous.

12. To see whether silicon chip sales are independent of where the U.S economy is in the business cycle, data have

been collected on the weekly sales of Zippy Chippy, a silicon Valley firm , and on whether the U.S economy

was rising to a cycle peak, falling to a cycle through, of at a cycle through the results are Economically weakly

chip sales:

High Medium Low Total
At Peak 8 3 7 18
Rising 4 8 5 17
Falling 8 4 3 15
Total 20 15 15 50
Soln:

O E; Oi-ED7Bi|l gf=(r-1)(c-1)=2x2=4

2 =3 0.0859 Table Value =7.779 for =0.10

4 6.8 1.153

8 6.0 0.6667

3 5.4 1.0667

8 5.1 0.056

4 4.5 0.474

7 5.4 0.0020

5 1 0.5

3 4.5 5.657




13. An automatic machine fills tea in sealed tins with mean weight of tea 1 kg and standard deviation of
Igm. A random sample of 50 tins was examined, and it was found that their mean weight was 999.50g.
State whether the machine is working properly or not.

Solution:

X= sample mean = 999.50; u = population mean = 1000;
o= populationstandard deviation = 1; n= 50 large sample

1. Ho= The machine work properly i.ex = p

ii. Hi=The machine not work properly i.ex #u

ii. LOS=5%
B 999.50— 1000
- 1

V50

==-3.53535

iv. Test statistics:Z = ~>

n
The critical value of z =1.96
v. Conclusion: reject the null hypothesis and accept the alternative hypothesis

i.e the machine not work properly as Z cal is greater than Z tab.

14. .Test significance of the difference between the means of the samples, drawn from two
normal populations with the same SD usingthe following data :

Size Mean SD
Sample-1 100 61
Sample-2 200 63
Solution:
Given
Size Mean SD
Sample-1 100 61 4
Sample-2 200 63 6

We want test that the samples are drawn from a population with same SD.

1.
il.
iii.

1v.

Ho.py = pp

Hipy # 1y

LOS=5%

Test statistics :Z = —2222 = 6116_6; =-3.43 = |Z]|=3.43
T00+200

\/O’Z O'Z
91,%
nqg nz
The table value of Z at 5% level is 1.96

Calculated value >The table value.

Conclusion: reject the null hypothesis Ho.




15. Two random samples of sizes 400 and 500 have mean 10.9 and 11.5 respectively. Can
the samples be regarded as drawn from the same population with variance 25?

Solution: Given

Size Mean Variance
Sample-1 400 10.9 25
Sample-2 500 11.5 25

We want test that the samples are drawn from a population with variance 25
I Ho.py = ptp
il. Hip # uy
iii. LOS=5%

. . X1—%y 10.9-11.5 12
1v. Test statistics :Z = = =——= -—-1.78
J1 1 J 1 1 V45
o |—— 5 |—3—
ny ny 400 ' 500
|Z] = 1.78

The table value of Z at 5% level is 1.96
Calculated value < The table value.

v. Conclusion: Accept the null hypothesis Ho.

16.A random sample of 10 boys had the following IQs: 70, 120, 110, 101, 88, 83, 95, 98, 107, 100.Does
the data support the assumption of a population mean 1Q of 100?

Solution: Givenn=10and pu = 100

i. Hop =100
ii. H.u=100
iii. LOS=5%

x |70 | 120 [ 110 | 101 |88 [83 [95 |98 [107 | 100 | X x=972
2 170% (1207 | 110% | 1012 | 882 | 83% | 952 | 982 | 107% | 100% | X x? =96312

X
2 2
=272 _97, . sz=zi—(z—") —183.96 > 5 = 13.5
n 10 n n
iv. Test statistics : t = ~ot = 222100 _ —g = —0.62
V-1 Vo )

The table value of t at 5% level is 2.262
Calculated value<The table value.

v. Conclusion: Accept the null hypothesis Ho.

17. In a sample of 8 observations, the sum of the squared deviations of items from the mean was 94.5. In
another sample of 10 observations, the value was found to be 101.7. Test whether the difference in the
variances is significant at 5% level.

Solution: Given

n,=8andn, =10 ; Z(x —X)2 =94.5 and Z(y —¥y)? =101.7

)2 )2
. X—X 94.5 - 101.7
The sample variances are s? = LG M5 ond s = Z(yn—y) =—

nq 8 2 10




il.
iii.

1v.

V.

Ho.0? = o2
Hi.0? # o2
LOS=5% ; dfisFgyo

Calculate the population variances

n,s? n,S
sz2=—1 —135 and SZ=—2"=113
Tll—l le—l
2 o 2 h
here S; > S35 -~ F == 1.174

2

The table value of F7,9) =3.68 at 5% LOS
Hence calculated value < The table value

Conclusion: Accept the null hypothesis Ho.

18. The following random sample are measurement of heat-producing capability(in millions of calories per
ton) of specimens of coal from two mines:
Mine I: 8260 8130 8350 8070 8340
Mine II: 7950 7890 7900 8140 7920 7840

Use the a=0.01 level of significance to test whether the difference between the means of these two
sample is significant?

Solution:

il.

1il.

1v.

Ho:y = 1y
Hipy # 1y
LOS=1% d.f=n;+n»-2=9

le = 41150 and sz = 47650

lez = 338727500 and Zx% = 378316200

%, = 8230 and %, = 7940

x? x )\ x2 %\
s2 = LG _ <h> = 12600 and s2 = 22 _ <h> = 9100
n n; n;

Ny 57 + +nys5
§? = —L——== = 13066.67
1 2

X,—%, _ 8230—7940 _
s+l 11431 [+t -
ny ny ) 56

Calculated value < The table value.

Test statistics :t =

Conclusion: Accept the null hypothesis Ho.




19. Two scientists, Dr.X and Dr. Y, find a previously unknown type of fish in a remote river. They both
trap some Fish, from different location some distance apart. The weights of their fish are as follows(in

kg):
Dr.X:0.15 0.18 025 036 042 0.44
Dr.Y: 025 026 026 030 0.32 033 037 0.37

Do the figure support, at the5% significance level, the theory that the fish came from populations
with the same variation?
Solution:

vi. Hoof = o3

vii. Hi.of # o2
viii. LOS=5% ; d.fisFsp)

ix. Calculate the mean and variance

Dr. X Dr.Y
X X*x y y*y
0.15 | 0.023 | 025 | 0.063
0.18 | 0.032 | 025 | 0.063
025 | 0.063 | 026 | 0.068
036 | 0.130 | 0.30 | 0.090
042 | 0.176 | 0.32 | 0.102
044 | 0.194 | 033 | 0.109
037 | 0.137
0.37 | 0.137
1.8 0.617 | 1.71 | 0.4939

n,=6andn, =8 ; x =0.3andy = 0.308

s2 =22 _ (Z—")2 = 0193 and s2=2%_ (i—y)2 — 0.0024

ny ny np

2 2

n{s n,s
s2=—1 -023 and S%=—2=0.003
n,—1 n, —
2 2 512
here S; > S35 ~F = 3z 76.67
2

The table value of Fs7) =4.87 at 5% LOS
Hence calculated value > The table value

x. Conclusion: Reject the null hypothesis Ho.




20. The following is the distribution of the number of trucks arriving at a Company s warehouse.
Tracks arrival /hour:0 1 2 3 4 5 6 7 8
Frequency :52 151 130 102 45 12 5 1 2

Find the mean of this distribution and using it fit a Poisson distribution. Test for goodness of fit at
the 0.05 level of significance.
Solution:

i. Ho=Poisson fit is a good fit
ii. Hi= Poisson fit is not a good fit
iii. LOS=5% ;d.f=9-1-1-2=5

iv. Test statistics

Vean = 25X _ 1040
ean = 3F 500 2

P(r) = Ne* 22 N=500

P(0)=61, P(1)=129, P(2)=135, P(3)=94, P(4)=50,
P(5)=21, P(6)=7, P(7)=2, P(8)=1
Hence the frequency table is
X 0 1 2 3 4 5 6 total
Oi 52 151 | 130 | 102 |45 12 |5 500
E 61 129 | 135 |94 |50 |21 7 500
The Test statisticsy? = Y, (O_EE)Z
O; E (01 - B)*/E;
52 61 1.33
151 129 3.75
130 135 0.19
102 94 0.68
45 50 0.5
12 21 3.86
5 7
1 2 04
2 1




x? = 10.705
From the x? table at 5% level for 5 d.f =11.07
Calculated value < The table value.
v. Conclusion: Accept the null hypothesis Ho

21. The theory predicts the proportion of the beans in the four groups A,B,Cand D should be 9:3:3:1. In an
experiment among 1600 beans, the numbers in the four groups were 882, 313, 287, and 118. Does the
experimental result support the theory?

Solution:
i. Ho= The proportion of beans in the four groups should be 9:3:3:1

ii. Hj= The proportion of beans in the four groups should not be 9:3:3:1
iii. LOS=5%

iv. Test statistics: Given that the observed frequencies are respectively 882, 313, 287, and
118. The total observed frequencies=882+313+287+118=1600.
Under Hothe expected frequencies are 900, 300, 300 and 100

_F)2
The Test statisticsy* = ), %

Oi Ei (Oi- Ei)*/Ei
882 900 0.360
313 300 0.563
287 300 0.563
118 100 3.240

2 —
X° =4.727

Degrees of freedom v=n-1=3
From the x? table at 5% level for 3 d.f =7.81
Calculated value < The table value.

iv. Conclusion: Accept the null hypothesis Ho

22. In a survey on class mobility, a research student interviews 200 men, asking them about their jobs and
those of their fathers. He wishes to know whether the employment class of a man is related to that of
his father. He classifies the results, using his own scale, as the following contingency tale:

Father
Upper Middle Lower
Upper 16 25 19
Son Middle 15 33 22
Lower 19 22 29




Use the a=0.01 level of significance to test whether there is relationship (dependence) between the
employment class of a man and his father?
Solution: Given

Upper Middle Lower Total
Upper 16 25 19 60
Middle 15 33 22 70
Lower 19 22 29 70
Total 50 80 70 200

i. Ho: There is a relationship between the employment class of a man and his father.

ii. Hi: There is no relationship between the employment class of a man and his father.

iii. LOS=5%
O Ei (O - En)*/E;
16 15 0.07
25 24 0.04
19 21 0.19
15 17.5 0.36
33 28 0.89
22 24.5 0.26
19 17.5 0.13
22 28 1.29
29 24.5 0.83
X* = 4.06

df=@-1)(C-1)=3-DB-1)=4

iv. From the 2 table at 5% level for 4 d.f =2.776
Calculated value >The table value.

v. Conclusion: Reject the null hypothesis Ho




UNIT -4 DESIGNS OF EXPERIMENT

Define Anova?
Anova is separation of variance ascribable to one group of causes from the variance ascribable to other group

Some Important Abbreviations:

SSC- Between sum of squares ( Column)

TSS- Total sum of squares

SST- Sum of squares due to Treatments

MSS- Mean Sum of squares

SSE- Error Sum of squares (or) Within Sum of squares
RSS- Row Sum of squares

VVVVVVVVVVVVVY

CF- Correction Factor
CD- Ciritical Difference
SSR- Sum of squares between Rows
MSC- Mean Sum of squares ( Between Columns)
MSE- Mean Sum of squares ( within Columns)
MSR-Mean Sum of squares ( Between Rows)
N1- Number of Elements in each Column
N2- Number of Elements in each Row

Anova Table For One way Classification (C.R.D):

Source of Sum of Degree of Mean sum of Variance
Variance Squares Freedom Squares Ratio
Between SSC _MSC
Columns SSC C-1 MSC = 1 ~ MSE
(OR)
Within SSE
Columns SSE N-C MSE = N_C P MSE
B - MSC
Total TSS N-1 Condition Always F >1
Anova Table For Two way Classification :
Randomized Block Design (R.B.D)
Source of Sum of Degree of Mean sum of Variance
Variance Squares Freedom Squares Ratio
Column _ 5S¢ _ MSC
Treatment SSC C-1 MSC = C—-1 ¢ MSE
Row SSR
Treatment SSR R-1 MSR = 2—5 5 _ MSR
k™ MSE
Error SSE
SSE N-cR+1 | MSE= Ty o
Total TSS Condition Always F >1




Anova Table For Three way Classification :

Latin Square Design (L.S.D)

Source of Sum of Degree of Mean sum of Variance
Variance Squares Freedom Squares Ratio
Between SSC MSC
Columns SSC K-1 MSC =+—7 Fe=31sE
Between SSR
Rows SSR K-1 M= k=
) P MSR
R~ MSE
Between SST
Treatments SST K-1 MST = K—1
SSE MST
Error MSE = Fp =
SSE (K-1)(K-2) (K —1)(K —2) MSE
Total TSS K21 Condition Always F >1

Merits & Demerits of C.R.D:

** Merits
» It has a simple layout
» The analysis the design as it results in a one way classification analysis of variance
» There is complete flexibility as the number of replication is not fixed
» Analysis can be performed if some observations are missing
+ Demerits:
» The Experimental error is large as compare to other designs because homogeneity of the units is
not taken into consideration

Merits & Demerits of R.B.D:

¢ Merits
» It has a simple layout but it is more efficient than CRD because of reduction of experimental
error
Analysis is possible even if some observations are missing
It is flexible and so any number of treatments and any number of replication may be used

YV VYV V

The analysis of design is simple as its results in a two way classification of analysis of variance
» This is more popular design with experiments because of its simplicity, flexibility and validity
% Demerits:
» If the number of treatments is large, then the size of the block will increase this may causes
heterogeneity within the blocks
» The shape of experimental material should be Rectangle
» If the interation are large, the experiment may yields misreading results

Merits & Demerits of L.S.D:

** Merits
» The analysis of design is simple as its results in a three way classification of analysis of variance
» LSD controls variations in two directions of the experimental materials as row and column
resulting in the reduction of experimental error




» The analysis of remains relatively simple even with missing data
+ Demerits:
» The number of treatments should be equal to the number of rows and columns as the area
should be in square form
» Itis suitable only for smaller number of treatments say between 5 to 12
» 2x2 Latin square is not possible
» The process of randomization is not as simple as RBD

Some Important Formulas:

2
e (orrection Factor (CF) = %, Where N=Number of Data’s given in the problem,

T = Total

r 2
e TSS= (Zi=1’2'3_._Xi) - %] ,i ranges from number of colums given in the Pb

[ /(Y. )2 2
e SSC= (W) - %] ,i ranges from number of colums given in the Pb
| 1

[ 2
e SSR= (%
- 2

e SSE=TSS -SSC (OR) SSE =TSS - SSR, Based on the Problem ( For CRD)
e SSE=TSS - SSR- SSC ( For RBD)
e SSE =TSS — SSR-SSC-SST (For LSD)
Note:
v' N, = number of elements in each Column
v' N, = number of elements in each Row
e Compare RBD and LSD:

2] . , ,
) - F] ,iranges from number of rows given in the Pb

S.No. LSD RBD
The number of replication of There are no such restrictions
1 each treatment is equal to the on treatments and replication
number of treatments in LSD in RBD.
LSD can be performed on a While RBD can be performed
2 square field. either on a square field or a

rectangle field.

LSD is known to be suitable for | RBD can be used for any
3 the case when the number of number of treatments.
treatments is between 5 and 12
The main advantage of LSD is RBD controls the effect of
that it controls the effect of two | only one extraneous variable.
4 | extraneous variables. Hence the experimental error
is reduced to a larger extent in
LSD than in RBD.

¢ Name the basic principles of experimental design.
There are three basic principles of experimental design. They are:
(1) Randomization
(i) Replication
@iii))  Local Control
¢ Define Randomization:
It ensures that each treatment gets an equal chance of being allocated. Consequently randomization
eliminates the bias of any form.




Define Replication:

By replication we mean, the repetition of the treatments under investigation. Due to replication more
reliable estimates can be made available. To be more precise as the replication increases the
experimental error decreases.

Define Local Control:

It is a process of reducing the experimental error by dividing the heterogeneous experimental area into
homogeneous blocks.

Define “Analysis of Variance” (or) ANOVA.

According to R.A. Fisher, Analysis Of Variance (ANOVA) is the separation of variance ascribable to
one group of causes from the variance ascribable to other groups.

Define ‘“‘experimental error”.

The estimation of the amount of variation due to each of the independent factors separately and then
comparing these estimates due to assignable factors with the estimate due to the chance factor is known
as experimental error or simple error.

What do you mean by one-way classification in analysis of variance?

In one-way classification the data are classified according to only one criterion (or) factor.

Explain the meaning and use of Analysis of Variance?

Analysis of variance to test the homogeneity several means.

Uses:

@) It helps to find out the F-test

(i1) Between the samples we can find the variances.

Define the term Completely Randomized Design.

The completely randomized design is the simplest of all the designs, based on principles of
randomization and replication. In this design, treatments are allocated at random to the experimental
units over the entire experimental.

What is a randomized block design?

Let us consider an agricultural experiment using which we wish to test the effect of ‘k’
fertilizing treatments on the yield of crops. We assume that we know some information about the soil
fertility of the plots. Then we divide the plots into ‘h” blocks. Thus the plots in each block will be of
homogeneous fertility as far as possible within each block, the ‘k’ treatments are given to the ‘k’ plots in
a perfectly random manner, such that each treatment occurs only once in any block. But the same k
treatments are repeated from block to block. This design is called Randomized Block Design
State the differences between CRD and RBD.

S.No. CRD RBD

This design provides a one-way | The analysis of the design is

1 classified data according to simple and straight forward as
levels of a single factor namely | in the case of two-way
‘treatment’ classification.
It has a simple layout The analysis of this decision is

2 not as simple as a completely

randomized design.

Grouping of the experimental Treatments are allocated at

3 site so as to allocate the random within the units of
treatments at random to the each stratum.
experimental units is not done




¢ Define Latin Square Design:
Here for k treatments we should have k? experimental units arranged in a square. So that each row as
well as each column contains k units. Such a layout is known as k x k latin square design. The
treatments should be allocated in a random manner in such a way that each treatment occurs in each row
and each column.

¢  What are the basic principal of experimental design? (Apr/May 2015 (R2013 & R2008))

Soln: There are three basic principles of experimental design. They are:

(iv)  Randomization
W) Replication
(vi)  Local Control

e Is 2 x 2 Latin square is possible? Why? (Apr/May, & Nov/Dec 2015)

Soln: No because SSE degree of freedom is (k-1)(k-2) where k is number of rows and columns
In 2X2 Latin square k=2 so SSE degree of freedom is zero, If error is zero we are not able to find calculated
value of F

¢ Define (a) Mean Square (b) Complete randomized design (Nov/Dec 2015)

Soln: (a) mean squares are used to determine whether factors (treatments) are significant. The treatment mean square is
obtained by dividing the treatment sum of squares by the degrees of freedom. The treatment mean square represents the
variation between the sample means.

(b) The completely randomized design is the simplest of all the designs, based on principles of randomization
and replication. In this design, treatments are allocated at random to the experimental units over the entire
experimental.

e  What is the aim of designs of experiments? (Apr/May 2015)

Soln: The design of experiments is the design of any task that aims to describe or explain the variation of information
under conditions that are hypothesized to reflect the variation. The term is generally associated with true experiments in
which the design introduces conditions that directly affect the variation, but may also refer to the design of quasi-
experiments in which natural conditions that influence the variation are selected for observation.

PART-B

1) The following are the numbers of mistakes made in 5 successive days of 4 Technicians working a
photographic laboratory

Technicians-I Technicians-11 Technicians-I111 Technicians-1V
6 14 10 9
14 9 12 12
10 12 7 8
8 10 15 10
11 14 11 11

Test the level of signification a = 0.01 whether the difference among the 4 sample can be attributed to
chance?

Soln: Hy: There is no significance dif ference betwee the Technicians
H,:There is a significance dif ference betwee the Technicians

We shifted our origin to 10




X X, X;3 X, Total X2 X? X2 X2
(X1-10) | (X5-10) | (X3-10) | (X4-10)
-4 4 0 -1 -1 16 16 0 1
4 -1 2 2 7 16 1 4 4
0 2 -3 -2 -3 0 4 9 4
-2 0 5 0 3 4 0 25 0
1 4 1 1 7 1 16 1 1
X, =X, X3 XX, |Zy(Total)| xx? rX2 )¢ Xz
-1 9 5 0 T=13 37 37 39 10
Step-1: N— Number of Data given in the Problem (N=20)
Step 2: T=13 (From above Table )
2 2
Step 3: % = % = 8.45( Correction Factor)
2
Step4 : TSS = X7 + X% + ZX2 + ZX; — % = (37 +37+39+ 10 —8.45) = 114.55
X} | =X | ExF | Exi TP (-1)?
Step 5:SSC=21 4 224 20 B0 L o (0 4 2 + 10— 8.45) = 12.95
Ny N, Ny N;y N
Step 6: SSE = TSS — SSC = 114.55-12.95 = 101.6
Source of Sum of Degree of Mean sum of Variance Table
. . Value at
Variance Squares Freedom Squares Ratio
1% level
Between o SSC | p = M5C <1 F.(16,3)
Columns | SsC=1295 | C1=41=| MSC=F— = 26.87
3 = 4.317
- = MSE
SSE =—=
Error N-C=20-4 | MSE = ——— MSC
SSE =101.6 ~16 N-C =1.471
= 6.35
Total TSS =114.55 1:]1_ éz 20-1 Condition Always F >1

Conclusion— Calculate F.(1.471) < table value of F.(26.87) so we accept H,

(ie)There is no significance dif ference betwee the Technicians

2) There are three main brands of a certain powder, A set of 120 sample values is examined and
found to be allocated among four groups ( A,B,C,D) and three brands are ( LILIII) are shown

under
Groups
Brands A B C D
I 0 4 8 15
II 5 8 13 6
I 8 19 11 13

Is there any significance difference in brands preference answer at 5% Level?
Hy:There is no significance dif ference in Brands

Soln:

H,:There is a significance dif ference in Brands




Groups 2 2 2 2

Brand X1 X, X3 X, Total X1 X2 X3 Xi

(4) (B) © D)

) 4 8 15 | =y, =27 0 | 16 64 | 225
) | 5 8 13 6 | Ey,=32| 25 | 64 | 169 | 36
) | g 19 1 13 | Sys=51| 64 | 361 | 121 | 169

Total | 2X1 | IX X3 XX, | Zy(Total) | X% | X3 )¢ rXZ

3 | 31 32 34 | T=110 | 89 | 441 | 354 | 430

Step-1: N— Number of Data given in the Problem (N=12)

Step 2: T=110 (From above Table )

2 2
Step 3: % = (112) = 1008.3( Correction Factor)

2
Stepd : TSS = 3X? + £X2 + XX + 32X} — — = (89 + 441 + 354 + 430 — 1008.3) = 305.7

2 2 2 2 2 2
Step 5: SSR =22 4 202 203 T ((z7> 32

32 5 1008.3) = 80.2
Ny Ny N, N 4 4 4

Step 6: SSE = TSS — SSR =305.7 — 80.2 =225.5

Source of Sum of Degree of Mean sum of Variance Table
. . Value at
Variance Squares Freedom Squares Ratio
5% level
Between A _ SSR _ MSR Fr(2,9)
Rows ssR=g02 | X1 ‘23'1 S| MSC=p—7 | BTy | =426
= 40.1 =1.999
SSE
-C=12- - MSE
Error SSE = 225 N C_912 3 | MSE N_R | F= <1
= = 20.06 SR
Total TS5 =3057 1:1_ }: 12-1 Condition Always F >1

Conclusion— Calculate Fy (1.999) < table value of Fr (4.26) so we accept H,

(ie)There is no significance dif ference in Brands

3) Three different machines are used for production ,on the basis of the outputs ,setup One — Way

ANOVA table and test whether the machines are equally effective.

MACHINEI | MACHINE II | MACHINE III

10 9 20
15 7 16
5
6

11 10
10 14




Given that the value of F at 5% level of significance for (2,9) d.f is 4.26

Solution: MACHINES
Null hypothesis H , : The machines are equally effective X, X, X,
Alternate Hypothesis H, : The machines are not equally effective 10 9 20
Step:1 15 7 16
Grand Total (G) =56 + 27 + 60 11 5 10
T =143 10 6 14
Step:2 XX, =56 | XX, =27 | XX, =60

2
Correction factor (C.F) = W

(143)°
TR
CF =1704.08
Step:3
TSS = Total sum of squares.
=10 +157 +117 +10° +9° + .o -C.F
= 1866.25 — 1704.08
TSS = 284.92

Step :4

SSC = Sum of squares between samples.

_GX) (X)) (X))

CF
n n n
2 2 2
_ 607, @17, (607 150408
4 4
- 31436 + 7i9 3600 120408

=784+182.25+400-1704.08
=1866.25—-1704.08
SSC =162.17
Step: 5
SSE = TSS - SSC
=284.92 - 162.17
SSE =122.75




Source of | Sum of | Degrees of freedom | Mean square F-ratio
variation squares
Between SSC =162.17 =C—-1=3-1= 162.17
vy =C-1=3-1=2 MSC = 6 — 3104 FC=MSC or)zMSE
samples MSE MSC
Within samples | SSE =122.75 =n—-C= 12- 1.
P vpER=C= 1023 e _13.63 F, = 108 _ 5945
—9 13.638
Total TSS=284.92 | n—1=12-1=11
RESULT:
F calculated value =5.945
T tab(2,9) df at 5% level =4.26
Fcal > F tab
5.945>4.26

. H, isrejected. Hence we conclude that the machines are not equally effective.

4) Three samples below have been obtained from normal population with equal variances .test the

hypothesis that the samples means are equal.

Samples.

8 |7 |12
105 |19
7 |10 |13
1419 |12
119 |14

The value of F at 5% level of significance is 3.88

Soln:

Null hypothesis H ; : The sample means are equal

Alternate Hypothesis H, : The sample means are not equal
Step: 1
Grand total (G) =50 + 40 + 70
T =160
Step: 2

. T (160)°
Correction factor (C.F) = — =

N 15
C.F=1706.7

Step: 3
TSS = Total sum squares
= 84107 +77 +147 + s C.F
1880 — 1706.7

Samples.

8 7 12

10 5 19

7 10 13

14 9 12

11 9 14

XX, =50 | XX, =40 XX, =70




= 1733
Step: 4
SSC = Sum of squares between samples

_EX)’ @X)’ (X))

CF
n n n
MEDSNCOMNCD
=500+ 320+980 —1706.7
= 1800 — 1706.7
SSC =933
Step: 5
SSE = TSS - SSC
=173.3-933
SSE = 80
Source of | Sum of | Degrees of freedom Mean square F-ratio
variation squares
Between SSC =93.3 v,=C—-1=31=2 MSC = % — 46.65 F, = MSC (or) = MSE
samples 2 MSE MSC
Within SSE=80 v, =n-C msE=20_67 F. =300 _ 497
samples ~15.3 12 6.7
=12
Total TSS =| n—1=15-1 =14
173.3
F calculated value =6.97
T tab(2,12) df at 5% level =3.88
Fcal > F tab

6.97 > 3.88.. H, is rejected. Hence we conclude that the sample means are not equal (i.e. There is a

significant difference between the means of the three samples.

5) An Experiment was designed to study the performance of 4 different detergents for cleaning fuel
injectors the following cleanness reading were obtained with specially Designed equipments for 12
tanks of Gas distributed over 3 different models of engine

Detergent Engine-I Engine-11 Engine-1 Total
A 45 43 51 139
B 47 46 52 145
C 48 50 55 153
D 42 37 49 128
Total 182 176 207 565

Perform the ANOVA & Test at 0.01 level of significance whether there are differences in
detergent or in engines

( (i) There is no significance dif ference in Engines

0 {(ii)There is no significance dif ference in Detergents




" { (i) There is a significance dif ference in Engines
Y (ii)There is a significance dif ference in Detergents

We shifted our origin to 50

Groups 2 2 2
Brand | X, X, X Total | X X3
() (1) (11)
At | s 7 1| Zy,=11 | 25 | 49 1
B(Y2) 3 4 2 Xy, = —5 9 16 4
CH) |, 0 5 Ty, = 3 4 0 25
D) | g 13 1 | zy,=-22| 64 | 169 1
Total X1 X, XX; | Xy(Total) | X% | XX3 | XX3
-18 -24 7 T=-35 102 234 31
Step-1: N— Number of Data given in the Problem (N=12)
Step 2: T =-35 (From above Table )
T?  (-35)? .
Step 3: ~= 5 = 102.08( Correction Factor)
Step4 : TSS = (ZX? + TXZ + X2 + £X7) — — = (102 + 234 + 31 — 102.08) = 264.92
2 2 2 2 2 _112 2
Step 5: SSR= (24 422 4 284 2y T ( Ly S 22) ~102.08) = 110.91
N N N N N 3
2 2 2 2
Step 6: SSC = (le . . Y Zi)-T=(=+ 29", 7 102, 08) = 135.17
N Ny Ny N1 N 4 4
Step 7: SSE = TSS —-SSC- SSR = 264.92 — 135.17 — 11091 = 18.84
Source of Sum of Deg;‘ ce Mean sum of Variance Table
Variance Squares o Squares Ratio Value at
Freedom 1% level
¢ ~ VR =
Column _SSC 13517 67%%? 10.92
Treatment | SSC=135.17 | C-1=2 | M¢=r=7= =
=67.58 3.14
=21.52
Row MSR = ﬂ = 110.91 F, = MSR FR(3,6)
Treatment | SSR=110.91 | R-1=3 R R~ MSE =9.78
' 3697
Error MSE = — 58 ~ 3.14
SSE=1884 | V& wed CTRFT 1 = 1177
R+1=6 =—— =314
Total TSS =264.92 Condition Always F >1

Conclusion— Calculate Value > table value in both the Cases so we Reject H,

(ie)There is a significance dif ference between Detergents & Engines




6) Five Doctors each test five treatments for a certain disease and observe the number of days each

patients recover the results are ( Anna University --Dec-13)

Doctors Treatments
I I 11 v v
A 10 14 23 19 20
B 11 15 24 17 21
= ;s 1 20 16 9
D 8 13 17 7 30

Discuss the Difference between Doctors and Treatments?

Soln:

i { (i) There is no significance dif ference between Doctors
O |(ii)There is no significance dif ference between Treatments

i { (i) There is a significance dif ference between Doctors
Y\ (ii)There is a significance dif ference between Treatments

We shifted our origin to 16

Treatments 2 2 2 2 2
Doctors | X, X, X5 X, X Total X1 X2 X3 X X5
A | 5 | o | 7 3 Yl sy =6 | 36 | 4 49 | o | 16
B | 5 | 4 | 3 I > | sy,=8 | 25 | 1 64 | 1 | B
Ch) | 5 | 5 | 4 0 3 | my;=—4| 49 | 16 | 16 | 0 ?
D) | g | 3 1 1 Y lsy,=-5| 64| 9 9 1 16
EM) | 4 | 4 30| - o | sye=3 | 16 | 1 1 | 3
Total |.=X1 | XX, | X3 | XX, | XX; | Zy(Total) X3 | X3 | X3 | =x% | =xZ
30 | 12 | 23 | 4 | 2 T=8 | 190 | 31 | 139 | 12 | 102

Step-1: N— Number of Data given in the Problem (N=25)
Step 2: T =8 (From above Table )

T2  (8)2 .
Step 3: T 2.56( Correction Factor)

2
Step4 : TSS = (X7 + ZXZ + TXZ + IX; ~B)=474-256 =471.44
1 2 3 N

bX 2 bX 2 b 2 > 2 > 2 2
Step 5: SSR= (T 4 22 4 284 4 20 BE) T
N3 N3 Ny Ny Ny N

2 2 _ 2 _ 2 2
SSR:(Q+Q+Q+Q+Q—2.56) —30—256=27.64
5 5 5 5 5

X2  xx2  zx2 3Ix? xx2 2
Step6:SSC:(ﬁ+ﬁ+ﬁ+ﬁ+ﬁ)_T_
Ny Ny Ny Ny Ny N

— 2 _ 2 2 2 2
ssc::(( 307 (=127 230 (4° (22)

d - —+ = 2.56> = 410 — 2.56 = 407.44




Step 7: SSE = TSS —SSC- SSR =471.44 — 407.44 — 27.64 = 36.56

Source of Sum of De(g)g;‘ ce Mean sum of Variance VZ;?:Z ¢
Variance Squares Squares Ratio
Freedom 1% level
F = MSC F:(4,6)
Column SSC  407.44 ‘ 101‘1/1%% =3.01
Treatment | SSC=407.44 | C-1=4 | MS¢=¢=1=3 =
=101.86 2.28
=44.67
Row VSR — SSR__ 2744 o MSR Fr(4,6)
Treatment | SSR=27.44 | R-1=4 Rede * R~ MSE =3.01
B 6.86
Error MSE = — SE - 2.28
SSE=3656 | ¢ 3658 CRT1 — 301
R+1=16 =~ =228
Total TSS =471.44 Condition Always F >1

Conclusion:

There is no significance dif ference between Doctors but,

There is a significance dif ference between Trearments

Calculated Value Fz(3.01) < table value Fz(3.01) so we accept H,

Calculated Value F;(44.67) > table value F;(3.01) so we Reject H,

7) The following table gives monthly sales ( in thousand rupees ) of a certain firm in three states by its

four salesman.

Salesman
States I 11 III IV
A 6 5 3 8
B 8 9 6 5
C 10 7 8 7

Setup the analysis of variance table and test whether there is any significant difference (i) between the

sales by the firm salesman ,(ii) between sales in the three states.

Solution:
H , : There is no significant difference between the sales by the firm’s salesman

H, : There is significant difference between the sales by the firm’s salesman

H , : There is no significant difference between the three states.

H, : There is significant difference between the three states




States Saleman Total
| I 1 v
A 6 5 3 8 22
B 8 9 6 5 28
C 10 7 8 7 32
Total 24 21 17 20 T=82
Step: 1
Correction factor (C.F) = T_2 = (82)2
N 12
C.F =560.333
Step;2
TSS = Sum of squares of each values — C.F
=6 +8 +10°+5° +9% + ... -560.333
=602 - 560.333
TSS = 41.667
Step: 3
SSC = Sum of squares between columns, (salesman)
= %[242 +21% +17% +20°] - CF
= %[242 +217 +17% +20°] - 560333
=568.667 - 560.333
SSC =8.334
Step :4
SSR = Row sum of squares.(states)
= 1o 4087 +322] -cF
4
= i[zz2 +282 +327] -560.333
=573 - 560.333
SSR =12.667
Step :5

SSE = Error sum of squares.
=TSS - SSC -SSR
=41.667 — 8.334 — 12.667

SSE = 20.666




Source of | Sum of squares Degrees of | Mean square F-ratio
variation freedom
F.= 3444 =1.239
Between 2.778
columns SSC =8.334 k-1=4-1=3 MSC = ﬁ _ 778
3
Between rows SSR=12.667 r-1=3 -1 =2 MSR = 12.667 —6334 | F, = @ 184
3.444
Residual error SSE=20.667 (k-1)(r-1)= MSE = 20.667 _ 3444
(3)(2)=6
Total TSS=41.667 rk-1
RESULT :1

F Calculated value =1.239

F tab(3,6) df at 5% level =4.75

F Cal < F tab

1.239 <4.75

H, isaccepted.
Hence we conclude that there is no significant difference between the sales by the firm’s salesman.
RESULT :2

F Calculated value =1.84

F tab(2,6) df at 5% level =5.14

F Cal < Ftab

1.84 < 4.75

H, isaccepted. Hence we conclude that there is no significant difference between the sales in the three states.

.. There is no significant difference in the states as far as sales are concerned at 5% level of significance

8) A tea company appoints four saleman A,B,C,D and observes their sales in three seasons summer

,winter , monsoon. The figures (in lakhs) are given in the following table.

Seasons Salesman Season’s
Total
A B C D
Summer 36 36 21 35 128
Winter 28 29 31 32 120
Monsoon 26 28 29 29 112
Salesman’s Total 90 93 81 96 360

)
(ii)

Solution:

Does the salesman significantly differ in performance ?

Is there significant difference between the seasons?

H ; : The salesman does not differ significantly differ in performance.

H, : The salesman differs significantly differ in their performance.




H , : There is no significant difference between the three seasons.

H, : There is significant difference between the three seasons

Step:1

. T? (360)*
Correction factor (C.F) = — =
N 12
CF =10800

Step :2

TSS = Sum of squares of each values — C.F

=367 +36%+21> +35% +28° +

=11010 - 10800
TSS =210

Step :3

SSC = Sum of squares between columns, (salesman)

= %[902 +93% +81% +962] - C.F

= %[902 +93% +81% +962]-10800

=10842 -10800
SSC =42

Step :4

SSR = Sum of squares between rows.(seasons)

1 1
= Z[1282 +1202 +1122] -CF = Z[1282 +1202 +1122] -10800 = 10832 - 10800 SSR =32
SSE = Error sum of squares. = TSS — SSC -SSR =210-42-32 SSE =136
Source of | Sum of squares Degrees of | Mean square F-ratio
variation freedom
Between SSC =42 k-1=4-1=3 42 22.67
MSC=—=14 FC=—6=1.619
columns 3 14
Between rows SSR=32 r-1=3-1=2 32
MSR = > =16 o~
Fp=——=141
16
Residual error SSE=136 k-1)(r-1
(kDD MSE = 136 =22.67
3x2 =6 6
Total TSS=210 rk-1=11
RESULT :1
F Calculated value =1.619
F tab(3,6) df at 5% level =4.75

H,

F Cal <F tab
1.619 <4.75

is accepted.




Hence we conclude that the salesman do not differ significantly in their performance .

RESULT :2

F Calculated value =141
F tab(2,6) df at 5% level =5.14
F Cal < Ftab
141 <5.14
H, isaccepted. Hence we conclude that there is no significant difference between the three seasons.

9) Preform a Two — way ANOVA on the data given below.

Plots of land Treatments
AB|C|D
I 38140 41|39
11 45 142 149 | 36
I 40 | 38 | 42 | 42

Solution:

H , :There is no significant difference between Treatments
H, : There is significant difference between Treatments
H , : There is no significant difference between Plots

H | : There is significant difference between Plots

Plots of land Treatments Total
A B C D
I 38 40 41 39 158
II 45 42 49 36 172
I 40 38 42 42 162
Total 123 | 120 132 117 | 492
Step :1
Correction factor (C.F) = T—2 = (492) 2
N 12
CF =20172
Step :2
TSS = Sum of squares of each values — C.F
= 38" +45" +40° +40" +42% + .o -20172
=20304 - 20172
TSS =132

Step :3

SSC = Sum of squares between columns, (Treatments)

= %[1232 +1202 +1322 +1172] - CF




= %[1232 +120 +1322 +1172] 20172

=20214-20172
SSC =42
Step :4

SSR = Sum of squares between rows.(plots)
1
= Z[1582 +1722 +162%] -CEF

= i[1582+1722+1622] 220172

=20198 - 210172
SSR =26
Step :5
SSE = Error sum of squares.

=TSS - SSC -SSR

= 132-42-26
SSE =64
ANOVA TABLE
Source of | Sum of squares | Degrees of | Mean square F-ratio
variation freedom
Between SSC =42 k-1=4-1=3 MSC=£=14 F, =i=1.312
columns 3 10.67
Betweenrows | SSR=26 r-1=3-1=2 MSR = é 13 F, = i 1218
2 10.67
Residual error SSE=64 (k-1)(r-1) MSR = ﬁ _10.67
3X2 =6 6
Total TSS=132 rk-1=11
F Calculated value =1.312
F tab(3,6) df at 5% level =4.75
F Cal <Ftab
1.312<4.75

H, isaccepted. Hence we conclude there is no significant difference between treatments

F Calculated value =1.218
F tab(2,6) df at 5% level =5.14
F Cal < Ftab

1.218<5.14

H, isaccepted. Hence we conclude that there is no significant difference between the Plots.




10) The Following Latin Square of a design when four varieties of seeds are being tested set up the
analysis table and state your conclusion you may carry out suitable change of origin and scale

A 105 B 95 C 125 | D 115
C 115 D 125 A 105 | B 105
D 115 C 95 B 105 | A 115
B 95 A 135 D 95 C 115

(i) There is no significance Dif ference in Seeds
Soln: Let H, =< (ii) There is no significance Dif ference in Treatments
(iii) There is no significance Dif ference in Lands

(i) There is asignificance Dif ference in Seeds
H, = { (ii) There is a significance Dif ference in Treatments
(iii) There is a significance Dif ference in Lands

Shifted Origin to 100 and divided by 5,

Seeds 2 2 2 2
Lands | X, | X, X X, Total | %1 | %2 X3 X
(4) (B) ©) D)
L) . 5 3 | sy, =8| 1 1 25 9
) | 5 5 1 I | Zy,=10| 9 | 25 1 1
M) | 3 1 1 3 | Zys=6 | 9 1 1 9
V), 7 ' 3 | zy,=8 | 1 | 49 1 9
Total X1 | EX; X3 XX, | Zy(Total) | X? | X2 rX3 X%
6 10 6 10 | T=32 | 20 | 76 28 28

Step-1: N— Number of Data given in the Problem (N=16)
Step 2: T =32 (From above Table )

_(32)2

T2
Step 3: m e

= 64( Correction Factor)
2
Step4 : TSS = (ZXl2 + X2 + ZX3 + IX? —%) = (20 + 76 + 28 + 28) — 64 = 88

2 2 2 2 2
_rr =(ﬂ+&+ﬂ+%_64)=2

2 2 2 2
Step 5: SSR= (Zﬂ+zﬁ+%+ +Zﬂ)
N3 N3 N> Ny N 4 4 4

rx? X2  Ix?  3Xx? T? (6)2 . (10)%2 = (6)% . (10)?
Step6: SSC:(N_11+N_12+N_13+N_:+) _F: (T+T+T+T—64) =4
SST Total

A 1 1 7 12

B -1 1 -1 0

C 5 3 -1 3 10

D 3 5 3 -1 10

2 2 2 2

Step 7: SST= (2 + & 4 O 4 B9 64) = 22




Step 8: SSE =TSS -SSC- SSR-SST= 88—-2—-4—-22=60

Source of Sum of | Degree of Mean sum of Variance Table
. . Value at
Variance Squares | Freedom Squares Ratio
5% level
Between MSC = §sC 4 F = MSE F.(6,3)
Columns SSC=4 K-1=3 T K—1 3 ¢ MSC = 8.94
= 1.33 10
Between SSR 2 ~ 1.33
Rows SSRe2 | Kass | oRTK-173| =752 Fr(6,3)
= 0.67 = 8.94
SST MSE
Between MST = ——— Fr=—+
Treatments | SST=22 |  K-1=3 ,, K-1 T I Yo
=3 = 7.33 =067
MSE =14.9
B SSE
T (K-1D(K-2)
Error (K-1)(K-2) — @ - 10
T MST
_ 10
~ 7.33
=1.36
2 _
Total TSs=8s | L 1 Condition Always F >1

Calculated Value F;(7.52) < table value F;(8.94) so we accept H,

Calculated Value Fx(14.9) > table value Fz(8.94) so we Reject H,

Calculated Value F;(1.36) < table value F;(8.94) so we accept H,

Conclusion:

There is no significance dif ference between Seeds & Treatments, But

There is a significance dif ference between Lands

11) Analyze the following Latin Square experiment at 1% level

A (12) D (20) C (16) B (10)
D (18) A (14) B (11) C 14
B (12) C (15) D (19) A (13)
C (16) B (11) A (15) D (20)

The Letters ( A,B,C,D ) denotes the treatments & the figures in brackets denotes the observation

Soln: We Shifted our origin to 12

Let HO =

(i) There is no significance Dif ference in Seeds

(ii) There is no significance Dif ference in Treatments

(iii) There is no significance Dif ference in Lands




(i) There is asignificance Dif ference in Seeds

H, = { (ii) There is a significance Dif ference in Treatments
(iii) There is a significance Dif ference in Lands
Seeds 2 2 2 2
Lands | X, | X, X X, Tol | Xt | X2 | 43 X
4) (B) ©) (D)
) 1 8 4 > | zy,=10 | 0 | 64 | 16 4
) | ¢ 2 1 2 | Ey,=9 | 36 | 4 1 4
) | 3 7 I | Zys=11 | 0 | 9 | 49 1
V) |y -1 3 8 Sy,=14 | 16 1 9 64
Total X1 | EX; X3 XX, | Xy(Total) | XX% | ¥X% | XX3 X%
10 12 13 9 T=44 52 78 75 73

Step-1: N— Number of Data given in the Problem (N=16)

Step 2: T =44 (From above Table )

T2 _ (44)2

Step 3: m

= 121( Correction Factor)

2
Step4 : TSS = (X7 + X3 + 2X? + 5X7 — ) = (52 + 78 + 75 + 73) — 121 = 157

2
Step 5 SSR= (22

N>

Tx?

Step 6: SSC = (5 +
1

Step 7: SST = (

4

©

2 2 2 2 2 2 2 2
+Zﬁ+zﬁ++zﬂ)_T_:(ﬂ O, an” , 49”154
N> N> N, N 4 4 4 4
2 2 2 2 2 2 2 2
Eﬁ+zﬁ+zﬁ+)_l:((1°) _|_(12) (13) +Q_121
Ny N1 Ny N 4 4
SST Total
A 0 3 1 6
B 0 | 1| -1 | 2] -4
C 4 4 2 13
D 6 8 7 8 29
—AN2 2 2
I G € i L) 121) — 144.5
4 4 4

Step 8: SSE = TSS —SSC- SSR-SST= 157 —2.5—-3.5—-1445=6.5

)=3.5

)=2.5

Source of Sum of Degree of Mean sum of Variance Table
. . Value at
Variance Squares Freedom Squares Ratio
1% level
Between MSC = SSC 2.5 = MSE F.(6,3)
Columns SSC=2.5 K-1=3 “K—-1 3 < MSC =27.91
= 0.83 _ 1.08
Between VSR = SSR 35 | 0.83
Rows SSR=3.5 | K-1=3 T k-1 3 | =1301 | FR(36)
' =1.17 =9.78




SST MSR
Between MST = 1 Fr = VISE
Treatments SST=144.5 K-1=3 ~ 1445 i ~ 117 Fr(3,6)
3 ~1.08 =9.78
~ SSE =1.08
T (K-1D(K-2)
65
= —=108 F, = M5
Error (K-1)(K-2) 48 11‘/’75 E
SSE=6.5 _ X7
6 1.08
=44.6
2 _
Total Tss=157 | KT T1 Condition Always F >1

Calculated Value F;(1.301) < table value F;(27.91) so we accept H,

Calculated Value Fx(1.08) < table value Fz(9.78) so we accept H,

Calculated Value Fr(44.6) > table value F;(9.78) so we Reject H,

Conclusion:

There is no significance dif ference between Seeds & Lands , But

There is a significance dif ference between Treatments

12) Three varieties of a crop are tested in the Randomized block design with four replications, the
layout being has given below: The yields are given in kilograms Analyse for significance

C48 | AS1 | B52 | A49

A47 |B49 | C52 | C51

B49 | C53 | A49 | B5S0O
Soln: Hy: {

(i) There is no significance dif ference between Yields
(ii)There is no significance dif ference between Crops

(Apr/May 2015 (R13 &R08))

_ {(i) There is a significance dif ference between Yields
Y \(ii)There is a significance dif ference between Crops

Treatments Total 2 2 2 2
Yields X, X, | Xs | X, XK X3 X
A (%) _
43 SEop 5z | 9 By =200 | 500 | o601 | 2704 | 2401
B (Y,) _
47 491 52 | SE TRy =199 | 00 | a401 | 2704 | 2601
A _
49 31 4 S0y =201 60| 2800 | 2401 | 2500
Total XX; | XX, | X3 | X, | Zy(Total) | XX5 | X5 | XXx2 | xx3
144 | 153 | 153 | 150 | T=600 | 6914 | 7811 | 7809 | 7502

Step-1: N— Number of Data given in the Problem (N=12)

Step 2: T =600 (From above Table )

T2
Step 3: m

__ (600)2

= 30000( Correction Factor)




2
Step4 : TSS = (X7 + X3 + 2X% + 2X7 — ) = 36

2 2 2 2 2 2
Step 5: SSR= (Zﬂ+zﬁ+2ﬁ+ +Zﬂ+zﬁ) _r
NZ NZ NZ NZ NZ N

2 2 2
SSR= ((200) o7 @07 30000) -0.5
4 4 4

2 2 2 2 2 2
Step6ZSSC=(Eﬁ+Eﬁ+Zﬁ+Zﬁ+%)_T_
Ny Ny Ny Ny Ny N

144)% (153)%> (153)* (150)?
SSC=<( 3) +( 3) +( 3) +( 3) —30000>=18

Step 7: SSE =TSS -SSC- SSR=36 - 0.5—-18 = 17.5

Source of Sum of Deg;‘ ce Mean sum of Variance Table
Variance Squares 0 Squares Ratio Value at
Freedom 5% level
Fe =1sE = 4.75
Column ssc 184 v .
Treatment SSC=18 C-1=3 MSC=c—7=3 -
=6 291
=2.057
Row MSR = ﬁzﬁ F, = MSE FR(6,2)
Treatment SSR =0.5 R-1=2 Ro4 2 R™MSR | =19.32
' 291
SSE = S5C
Error MSE=— """ 0.25
N-C- N-C-R+1 = 11.667
= 17.5 .
SSE=17.5 Ril=6 s
=291
Total TSS =36 Condition Always F >1

Calculated Value Fx(11.66) < table value Fz(19.32) so we Accept H,
Calculated Value F;(2.057) < table value F.(4.75) so we Accept H,

Conclusion: There is no significance dif ference between Yields and crops

13) Analyse the variance in the latin square of yields in (Kgs) of paddy where A,B,C,D denote the

different method of cultivation. Examine whether the different method of cultivation have given

significantly different yields ( Apr/May 2015(R13 &R08))

D122 | A121 | C123 | B122
B124 | C123 | A122 | D125
A120 | B119 | D120 | C121
C122 | D123 | B121 | A 122

(i) There is no significance Dif ference in Seeds
Soln: Let H, =1 (ii) There is no significance Dif ference in Treatments

(iii) There is no significance Dif ference in Lands




(i) There is asignificance Dif ference in Seeds

H, = { (ii) There is a significance Dif ference in Treatments
(iii) There is a significance Dif ference in Lands
Seeds 2 2 2 2
Lands | X, | X, X X, Total Xi X2 X3 X
(4) (B) ©) (D)
1(1) 122 121 123 122 | Ly, = 488
1 14884 14641 15129 14884
I (Y2) _
4| 12 122 125 | Zy2 =494 5396 | 15120 | 14884 | 15625
1L (¥s) _
120 H9 120 U1 Zys =480 | 400 | 14161 | 14400 | 14641
IV (Ya) _
122 12 21 122 | Zya =488 | uggs | 15120 | 14641 | 14884
Total _2X1 | ZX; X5 XX, | XZy(Total) rXx2 X3 X3 XXz
488 486 486 490 T=1950 59544 59060 59054 60034
Step-1: N— Number of Data given in the Problem (N=16)
Step 2: T =1950 (From above Table )
2 2
Step 3: % = % = 237656.3 ( Correction Factor)
T2
Step4 : TSS = ($X7 + X3 + 2X% + 52X} — ) = 35.75
2 2 2 2 2 2 2 2 2
Step 5: SSR= (Zﬂ_l_ Zﬁ_l_% n _I_Zﬂ) _rr_ ((488) n (494) n (480) n (488)% 237656.3) — 24.75
N N; N, N, N 4 4 4 4
Source of Sum of Degree of Mean sum of Variance Table
. . Value at
Variance Squares Freedom Squares Ratio
5% level
Between MSC = SSC 275 £ = MSC F.(3,6)
Columns SSC=2.75 K-1=3 " K—-1_ 3 ¢~ MSE = 4.75
=091 _ 0.91
Between MSR = SSR ~0.66
T K — =1.375
Rows | gsR=04.75 | K-1=3 K1 Fr(3,6)
24.7 = 4.75
=—3 = 8.25
Between B SST _ 4.25 = MSR
Treatments | SST=4.25 | K-1=3 |MST= 3= | ""TMsE | F,(3,6)
=141 | _825 = 4.75
_ SSE 0.66
MSE_(K—l)(K—Z) =12.375
4
Error (K-1)(K-2) T~ MSE
SSE=4 _ 1.41
=6 0.66
=2.125
2 _
ol rssazszs | K701 Condition Always F >1




2 2 2 2 2 2 2 2 2
Step 6: SSC = (22 4 22 1 20y 2 ) T (BE0 , (89) | (89 OO0
N1 N1 N1 Nl N 4 4 4
SST Total
A | 121 | 122 ] 120 | 122] 485
B | 122 | 124 | 119 | 121 486
C | 123 | 123 | 121 | 122] 489
D | 122 | 125 | 120 | 123 490
2 2 2 2
Step 7: SST = ((4845) + U5 Gy B0 237656.3) = 4.25

Step 8: SSE = TSS —SSC- SSR- SST = 35.75—24.75—-2.75—-4.25 =4

Calculated Value F;(1.375) < table value F;(4.75) so we Accept H,

— 237656.3) —2.75

Calculated Value Fx(12.375) > table value Fr(4.75) so we Reject H,

Calculated Value F;(2.125) < table value F;(4.75) so we Accept H,
Conclusion:

There is a significance dif ference between Lands

There is no significance dif ference between Seeds &Treatments , But

14) Four different, through supposed by equivalent, forms of a standardized reading achievements test where

give to each of five students and the followings are the scores which they obtained
Student-1 | Student-2 | Student-3 | Student-4 | Student-5
Form A |75 73 59 69 84
FormB | 83 72 56 70 92
Form C | 86 61 53 72 88
FormD | 73 67 62 79 95

Perform two way analysis of variance to test at the level of significance a = 0.01 whether it is reas
form are equivalent, Are the scores of the students significantly difference o = 0.01 level?

i) There is no significance dif ference between Students
g
(ii)There is no significance dif ference between Forms

{

Soln: Hy: {

(i) There is a significance dif ference between Students
(ii)There is a significance dif ference between Forms

1-

(Nov/Dec 2015)

onable to treat the four

Students 2 2 2 2 2

Forms X1 X, X5 X, X Total Xi X2 X3 X s
A () 75 73 59 69 84 Yy, =360 | 5625 | 5329 3481 4761 7056
B (1) &3 72 56 70 92 Yy, =373 | 6889 | 5184 3136 4900 8464
C¥) 86 61 53 72 88 Yys =360 | 7396 | 3721 2809 5184 7744
D) | o3 67 62 79 95 | Ly, =376 | 5329 | 4489 | 3844 | 6241 | 9025
Total | =X1 | EX; | EX; | XX, | EX5 | Zy(Total) rXi | X3 | X3 | =x% | zxZ
317 273 230 290 359 T=1469 25239 | 18723 13270 | 21086 | 32289

Step-1: N— Number of Data given in the Problem (N=20)

Step 2: T = 1469 (From above Table )




T2 _ (1469)?

Step 3: m

= 107898.1 ( Correction Factor)

2
Step4 : TSS = (SX7 + X3 + 2X% + 5X7 — ) = 2708.95

2 2 2 2 2 2
Step5:SSR=(%+ZL;+%++%+%)_%
2 2 2 2
SSR= (U220 4 BI04 GO | B9 _ 1078981 ) = 42.95
LSCo (B EX xxE mg mady 1
Step6.SSC_(N1+N1+N1+N1+N1) ki
317)2  (273)2 (230)2 (290)2 (359)2
ssc (GIDP @737 (230 (290)* (359)
4 4 4 4 4

Step 7: SSE = TSS -SSC- SSR = 2708.95 — 42.95 — 2326.7 = 339.3

- 107898.1> =2326.7

Source of Sum of Degree Mean sum of Variance Table
Variance Squares of Squares Ratio Value at
Freedom 5% level
MSC F-(4,12)
Fe=wsg | =325
Column _SSC 23267 581.67 '
Treatment | SSC=2326.7 | C-1=4 | MS¢=¢=7=3 =
=581.67 28.27
=20.57
Row MSR = SSR _ 42.95 P MSE FR(ler)
Treatment | SSR=42.95 | R-1=3 OV T R™MSR | =874
' 2827
Error MSE = —F T 1431
SSE=3393 | & 3305 ¢ RH1 =1.975
R+1=12 ==, =12827
TSS = .
Total 2708.95 Condition Always F >1
Calculated Value F(1.97) < table value Fz(8.74) so we Accept H,
Calculated Value F;(20.57) > table value F;(3.25) so we Reject H,
Conclusion:

There is a significance dif ference between Students, but not in Forms,

-The following data related to the Latin square experiment on four varieties of paddy A,B,C & D

18A |21C |25D |11B (Nov/Dec 2015)
22D [12B |[15A [19C
15B |[20A [23C | 24D
22C |21D |10B |17A

Analyse the result and offer your comments of a = (.05 level of significance

(i) There is no significance Dif ference in Seeds
(ii) There is no significance Dif ference in Treatments
(iii) There is no significance Dif ference in Lands

Soln: Let H, =




(i) There is asignificance Dif ference in Seeds

H, = { (ii) There is a significance Dif ference in Treatments
(iii) There is a significance Dif ference in Lands
Seeds 2 2 2 2
Lands | X, | X, X X, Total | %1 | %2 X3 Xi
(2] (B) ©) (D)
I (Y1) _
8 2 2 WO =75 0 | am 625 121
1T (Y2) _
22 12 15 P 22 =68 | ey | 14 225 361
III (Y3) B
1> 20 = M xys=821 05 | 400 | 529 | 576
IV (Y,) _
> 2! 10 T2 =70 0 4oy | am 100 | 289
Total X1 | EX; X5 XX, | Zy(Total) | X% | X3 X3 rXx:i
77 74 73 71 T=295 | 1517 | 1426 1479 1347
Step-1: N— Number of Data given in the Problem (N=16)
Step 2: T =295 (From above Table )
2 2
Step 3: % = 2%) _ 5439 06( Correction Factor)
T2
Step4 : TSS = (3X7 + X3 + £X? + 2X7 — ) = 329.93
2 2 2 2 2 2 2 2 2
Step 5: SSR= (24 224 0y g ) T (U520 @ DO _ 5439.06) = 29.18
N3 N3 Ny Ny N 4 4 4 4
2 2 2 2 2 2 2 2 2
Step 6: SSC = (22 4+ 22 1 24 2 ) T (T2 08 O3 4 U0 5439.06) = 4.68
N1 N1 N1 Nl N 4 4 4 4
SST Total
A 18 | 15 | 20 | 17| 70
B 11 | 12 | 15 |10 | 48
C 21 | 19 | 23 [ 22| 85
D 25 | 22 | 24 |21 ] 92
2 2 2 2
Step 7: SST = (L + @20+ B 1 B8 _ 5439.06) = 284.18

Step 8: SSE = TSS —SSC- SSR- SST =

329.93 — 29.18 — 4.68 — 284.18 = 11.87

Source of Sum of Degree of Mean sum of Variance Table
. . Value at
Variance Squares Freedom Squares Ratio
5% level
Between MSC = % E = 1‘1;1[_;9‘? 1}(86:9?2
~ 3 _SS'R ~1.56
Between =1.26
Rows SSR=29.18 |  K-1=3 M k1 ZR‘%?
= T 29.19
=— = 9.72




] sr_ ST . _MSR
etween = T R = F-(3,6
Treatments | SST=284.18 K-1=3 284.1513( ! 9.7];15E :Tz(} %5)
= =94.72 = — '
1.97
MSE =4.91
B SSE
Error - (K-1(K —2) MST
_ (K-1)(K-2) 11.875 Fro=—
SSE=11.875 -6 _ - 1.97 T~ MSE
6 _ 94.72
1.97
=47.86
z_
Total TSs=320.03 | ¢ ! Condition Always F >1

Calculated Value F;(1.26) < table value F;(8.94) so we Accept H,
Calculated Value Fx(4.91) > table value Fz(4.75) so we Reject H,
Calculated Value Fr(47.86) > table value F;(4.75) so we Reject H,
Conclusion:
There is no significance dif ference between Seeds, But there is a significance

dif ference between Treatments & Lands

Describe the Latin Square Layout.

Latin Square Designs are probably not used as much as they should be - they are very efficient designs. Latin
square designs allow for two blocking factors. In other words, these designs are used to simultaneously control
(or eliminate) two sources of nuisance variability. For instance, if you had a plot of land the fertility of this
land might change in both directions, North -- South and East -- West due to soil or moisture gradients. So, both
rows and columns can be used as blocking factors. However, you can use Latin squares in lots of other settings.
As we shall see, Latin squares can be used as much as the RCBD in industrial experimentation as well as other
experiments.

Whenever, you have more than one blocking factor a Latin square design will allow you to remove the
variation for these two sources from the error variation. So, consider we had a plot of land, we might have
blocked it in columns and rows, i.e. each row is a level of the row factor, and each column is a level of the
column factor. We can remove the variation from our measured response in both directions if we consider both
rows and columns as factors in our design.

The Latin Square Design gets its name from the fact that we can write it as a square with Latin letters to
correspond to the treatments. The treatment factor levels are the Latin letters in the Latin square design. The
number of rows and columns has to correspond to the number of treatment levels. So, if we have four
treatments then we would need to have four rows and four columns in order to create a Latin square. This gives
us a design where we have each of the treatments and in each row and in each column.

This is just one of many 4x4 squares that you could create. In fact, you can make any size square you want, for
any number of treatments - it just needs to have the following property associated with it - that each treatment
occurs only once in each row and once in each column.

Consider another example in an industrial setting: the rows are the batch of raw material, the columns are the
operator of the equipment, and the treatments (A, B, C and D) are an industrial process or protocol for
producing a particular product.

What is the model? We let:

Yijk = U + pi + Bj + tk + eijk




i=1,...,t
j=1,..1
[k = 1,..., t] where — k = d(i,j) and the total number of observations

N = £ (the number of rows times the number of columns) and ¢ is the number of treatments.
Note that a Latin Square is an incomplete design, which means that it does not include observations for all

possible combinations of i, j and k. This is why we use notation k = d(i,j). Once we know the row and
column of the design, then the treatment is specified. In other words, if we know i and j, then k is specified by
the Latin Square design.

This property has an impact on how we calculate means and sums of squares, and for this reason we can not use
the balanced ANOV A command in Minitab even though it looks perfectly balanced. We will see later that
although it has the property of orthogonality, you still cannot use the balanced ANOVA command in Minitab
because it is not complete.

An assumption that we make when using a Latin square design is that the three factors (treatments, and two
nuisance factors) do not interact. If this assumption is violated, the Latin Square design error term will be
inflated.

The randomization procedure for assigning treatments that you would like to use when you actually apply a
Latin Square, is somewhat restricted to preserve the structure of the Latin Square. The ideal randomization
would be to select a square from the set of all possible Latin squares of the specified size. However, a more
practical randomization scheme would be to select a standardized Latin square at random (these are tabulated)
and then:

1. randomly permute the columns,
2. randomly permute the rows, and then
3. assign the treatments to the Latin letters in a random fashion.

Consider a factory setting where you are producing a product with 4 operators and 4 machines. We call the
columns the operators and the rows the machines. Then you can randomly assign the specific operators to a row
and the specific machines to a column. The treatment is one of four protocols for producing the product and our
interest is in the average time needed to produce each product. If both the machine and the operator have an
effect on the time to produce, then by using a Latin Square Design this variation due to machine or operators
will be effectively removed from the analysis.

The following table gives the degrees of freedom for the terms in the model.

AOV df df for the example
Rows t-1 3

Cols t-1 3

Treatments t-1 3

Error (-1)(1-2) 6

Total (r-1) 15

A Latin Square design is actually easy to analyze. Because of the restricted layout, one observation per
treatment in each row and column, the model is orthogonal.

If the row, pi, and column, [, effects are random with expectations zero, the expected value of Yijk is u + tk.
In other words, the treatment effects and treatment means are orthogonal to the row and column effects. We
can also write the sums of squares, as seen in Table 4.10 in the text.

We can test for row and column effects, but our focus of interest in a Latin square design is on the treatments.
Just as in RCBD, the row and column factors are included to reduce the error variation but are not typically of
interest. And, depending on how we've conducted the experiment they often haven't been randomized in a way
that allows us to make any reliable inference from those tests.

Note: if you have missing data then you need to use the general linear model and test the effect of treatment
after fitting the model that would account for the row and column effects.

In general, the General Linear Model tests the hypothesis that:

Ho:ti = 0 vs. Ha:ti # 0
To test this hypothesis we will look at the F-ratio which is written as:




_ MS(zklp, pi, B))
MSE (u, pi, Bj, k)

To get this in Minitab you would use GLM and fit the three terms: rows, columns and treatments.
The F statistic is based on the adjusted MS for treatment.
The Rocket Propellant Problem — A Latin Square Design

Table 4-8  Latin Square Design for the Rocket Propellant Problem

~F(E-1D,-D(E-2)

Batches of Operators

Raw Material 1 2 3 4 5

| \ =24 B =20 ( 19 D =24 E=24
B=17 C=24 D = 30 E=27 1 =36
C=18 D = 38 E=26 A =27 B =2l
D =26 E =3I A=26 B=23 C=22
E=22 1 =30 B =20 cC=2 D =3l

U R

Table 4-13 (4-12 in 7th ed) shows some other Latin Squares from ¢ = 3 to = 7 and states the number of
different arrangements available.

Statistical Analysis of the Latin Square Design

The statistical (effects) model is:

i=12,..,p
Yijk = u+ pi + Bj + tk + €ijk{j = 1,2,...,p
k=12 ..,p

but k = d(i, j) shows the dependence of k in the cell i, j on the design layout, and p = ¢ the number of
treatment levels.
The statistical analysis (ANOVA) is much like the analysis for the RCBD.

The 2% Factorial Design

Two factors, A and B, and each factor has two levels, low and high

The concentration of reactant v.s. the amount of the catalyst

Factor Treatment Replicate
A B Combination )| II m Total
- — A low, B low 28 25 27 80
+ - A high, B low 36 32 32 100
- + A low, B high 18 19 23 60
+ + A high, B high 31 30 29 90
*  “ And “+” denote the low and high levels of a factor, respectively

* Low and high are arbitrary terms
*  Geometrically, the four runs form the corners of a square

* Factors can be quantitative or qualitative, although their treatment in the final model will be different




b = 60 ab = 90
High {18 + 19 + 23) {21 + 30 4+ 29)
@ -
(2 pounds)
S M
B
= =
Qg
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Low
- A &> -
{1 pound) {1) = 80 a = 100
(28 + 25 + 27) {36 + 32 + 32)
} i
— +
Loww High
{15%%) {(25%)
Reactant
concentration,
A

Figure 6-1 Treatment combinations in the 22 design.

ab: the total of n replicates taken at the treatment combination.

The main effects

=—{[ab bl+[a- (1)]}— ab+a b—(1)]

_ab+a_b+(l) _ _
2n 2n AtoA

:—{[ab al+[b- (1)]}—1 [ab+b—a—(1)]
2n
:ab+b_a+(1):_ _

2n 2n B B

The interaction effect
=—{[ab bl-la—(1)] }=2i[ab+(l)—a—b]
n

B ab+(l)_b+a
2n 2n

The total effects
Contrast, =ab+a—b—(1)
Contrasty, =ab+b—a—(1)
Contrast,z =ab+(1)—a—b

Average
effect of a
factor =
the
change in
response
produced
by a
change in
the level
of that
factor
averaged
over the
levels if
the other
factors.

(D

,a, band




*  Sum of squares:

[ab+a—b—]

SS, =
A 4n
2
ss, =8 +b=gs Dks, — 55, - 55, — 554
4n
1 2
ss,, = [ab+(1)—b—a]
4n

n 2

2 2 5 y
>33 -2

SS,

k=1

SS, =SS, —SS,~SS,—SS,,

The Analysis of Variance is completed by computing the total sum of squares SS7 with (4n — 1)d. f as usual and the
Error Sum of Squares SSg with (4(n—1)d.f)

Table of plus and minus signs

I A B AB
D + - — +
a + + - -
b + - + -
ab + + + +

* The regression model:
y=p+Bx+Bx, +¢€
— x;and x» are coded variables that represent the two factors, i.e. X; (or X») only take values on —1 and 1.
— Use least square method to get the estimations of the coefficients
—  For that example,

y=27.5+ (—8';3jx1 + [_ 52.00jx2

— Model adequacy: residuals and normal probability plot

Degree of Freedom as follows

RBD LSD
Treatments 4—-1=3 Treatments 4—-1=3
Blocks b—1 Row 4—-1=3
Error 3(bb—-1) Columns 4-1=3
_ Error 4-1)H4-2)=6
Total 4b—1) Total 15




Problem-1

14.037 | 14.165 | 13.972 | 13.907
14.821 | 14.757 | 14.843 | 14.878
13.880 | 13.860 | 14.032 | 13.914
14.888 | 14.921 | 14.415 | 14.932

The above table presents the results of a 2> factorial design with n = 4 replicates, using the factor

A= deposition time and B= Arsenic Flow rate

The two Level of deposition time are - = short & + = long ,

The two Level of Arsenic Flow rate - =55 % & + = 59% , The response variable epitaxial layer thickness (um)

22 design for Epitaxial layer thickness (Um)

Treatment Design Factors Thickness (i) Thickness
Combinations A B AB Hm Total | Average
(1) - - + 14.037 | 14.165 | 13.972 | 13907 | 56.081 | 14.020
a + - - 14.821 | 14.757 | 14.843 | 14.878 | 59.299 | 14.825
b - + - 13.880 | 13.860 | 14.032 | 13.914 | 55.686 | 13.922
ab + + + 14.888 | 14.921 | 14.415 | 14.932 | 59.156 | 14.789
1 1 1
A=— b—b—(1)] ==—=[59.299 + 59.156 — 55.686 — 56.081] = —[6.688] = 0.836
[0+ ab—b = (V] = 55159.299 + ] =5 6.688]
B = ! [b + ab D] = [55.686 + 59.156 — 59.299 — 56.081] = 1[ 0.536] = —0.067
=5 a a =2 B> . . . =3 . = —0.
AB = ! [(1)+ab b] = [56.081 + 59.156 — 59.299 — 55.686] = ! [0.256] = 0.032
—Zn() a a —2(4) . . . . =30 =0.
[a+ab—b—(1)]*> [6.688]>
SS, = g =1 - 2.7956
[b+ab—a-(1)]> [-0.536]?
SSp = i = 16 = 0.0181
[(1) +ab—a—b]? [0.252]?
SSup = i =1 = 0.0040
Source of | Sum of squares | Degree of | Mean Square Variance Table Value | Table Value
variations freedom Ratio 5% Level 1% Level
A SS, =2.7956 |1 MS _ SSa P MS, Fu(1,12) Fy(1,12)
A7 df AT MS; | =475 =933
= 2.7956 =134.4
B S5 =0.0181 |1 MS SSp Fo_ MSg Fg(1,12) Fg(1,12)
B7af B mMs; | =475 =933
= 0.0181 = 0.87
AB SS,p = 0.0040 | 1 MS SSap Fio = MSyp | Fup(1,12) | Fup(1,12)
BT A f 4B = ys, | =475 =9.33
= 0.0040 =0.19
Error SSg = 0.2495 | 12 MS. = SSp
ETdf Always F > 1
= 0.0208




SS; = {(14.037)% + (14.165)% + - + (14.415)2 + (14.932)2}

{56.081 +59.299 + 55.686 + 59.156}2
16

S§S =3.0672
SSg = SS7 — 8554 — 5SS — S5, = 3.0672 — 2.7956 — 0.0181 — 0.004 = 0.2495
Analysis of Variance Epitaxial Process Experiment
Here Cal Fa > Table Fa
Cal Fg < Table Fp

Cal Fag < Table Fag

2) Find out the main effects and interactions in the following 2? Factorial experiment and write down the analysis of
variance Table

I |a b ab
00 |10 |01 |11
BLOCK-I 64 |25 |30 |6

BLOCK-II 75 |14 |50 |33
BLOCK-IIT |76 |12 |41 |17
BLOCK-IV |75 |33 |25 |10

Soln:

Taking Deviation y =37, We get

Treatment BLOCKS
2 2 2 2
Combinations I 1 11 v TOTAL X1 X2 X3 X3
X Xa X3 X4
(y) (1) 27 38 39 38 142 729 1444 1521 1444
(y2) a -12 -23 -25 -4 -64 144 529 625 16
(y3) b -7 13 4 -12 2 49 169 16 144
(y4) ab -31 -4 -20 =27 -82 961 16 400 729
Total -23 24 -2 -5 -6 1883 2158 | 2562 2333
Step:1 N=16
Step:2 T = -6
. T2 (-6)%2 36
Step:3 Correction Factor (CF )= —=—"==—=2.25
N 16 16

2
Step:4 TSS=Y X2+ Y X2 + ¥ X2 +Y X2 — % = 1883 + 2158 + 2562 + 2333 — 2.25 = 8933.75

, _Cx)’ | Cx)® | EX)?, Exo? T2 (=232 (24 | (=2)? | (=5)?*
Step:5 SSC =" 4 SR 4 Sl 4 S =ttt —225

SSC = 281.25

N; — Number of elements in each row

2 2 2 2 2 2 —64)2 —2)2 —-82)2
Step:6 SSR = @v) + QYz) + XYs) + QY™ 17 _ (142) + (—-64) n (-2) n (-82)*
N, N, N, N, N 4 4 4 4

2.25

SSR =7745.75




Step:7: SSE =TSS — SSC — SSR = 8933.75 — 281.25 - 7744.75 = 907.75

For 2> Experiment

Contrast A= a+ab—b— (1) =[-64—82+2—142] = —286
Contrast B= b+ab—a— (1) =[-2—82+ 64 — 142] = —162

Contrast AB= (1) +ab—b—a=[142—-82+2+64] =126

Main Effects:
1 286
A=E(a+ab—b—(1)) =—T=—143
1 162
B=-(b+ab—a—-(1))=—-——=-81
2 2
1 126
AB==-((1)+ab—b—a)=——=063
2 2
2
(a+ab—b— (1) (—286)*
S84 = 16 =76 " 5112.25
2
(b+ab—a—(1)" (—162)?
MY 16 =716 " 1640.25
((D)+ab—b—a)? (126)2
SSup = 6 =16 " 992.25
Source of Degree of Sum of . . Table Value
. Mean Square Variance Ratio
variance freedom Squares 5% Level 1%
Level
100.86
Blocks 3 281.5 93.83 =1.075 | F(9,3) =8.81 | 27.35
93.83
Treatments 3 7744.75 2581.58 2581.88 =256 | F(39)=3.86 | 6.99
100.86
5112.25
A 1 5112.25 5112.25 = 50. F(1,9) =512 | 6.99
100.86 5069 (1.9)
1640.25
B 1 1640.25 1640.25 = 16. F(1,9) =512 | 6.99
100.86 1626 (1.9)
992.25
AB 1 992.25 992.25 =0, F(1,9) =512 | 6.99
100.86 9.84 (1.9)
Error 9 907.75 100.86 Always F> 1

Error(d.f) = N—c—r+1=16—-4—-4+1=9
CalFA> TabFA
Cal Fg > Tab Fp

Cal FAB > Tab FAB




Unit -5 STATISTICAL QUALITY CONTROL

Control Charts for Measurements

Control Charts:

A Control charts provides a basis for deciding whether the variation in the output is due to random causes or due

to assignable causes, It will assist us in making decision whether to adjust the process or not

A control charts is designed to display successive measurements of process with a centre line and control limits,

The control limits are above and below the centre line, The control limits are equidistance from the centre line are known
as UPPER CONTROL LIMIT (UCL) & LOWER CONTROL LIMIT(LCL)

It has two types (i) control charts for Variables, (ii) control charts for attributes

PROCESS CONTROL

A

CONTROL CHARTS

A 4

v
VARIABLES ATTRIBUTES

A\ 4 A 4 i A 4 l

X- Chart S- Chart R- Chart P- Chart np- Chart C- Chart

» Construction of X- Chart:

Draw Independent samples each of size “n” from a largest production process,
Let Xi,X3,X3 ... ..... X, be the means of these samples

XXX i +x,

The Mean of all these mean is | X

n

The Control limits are given by

UCL=x+3+«SE(x), LCL=x-3+SE(X), CL=X
Where SE(x) = \%, o being the Standard Deviation (SD) of the production, Ife is not available the SD of
sampling distribution of the mean can be taken as the best estimate of o,

In the case of small sample the estimate of Standard Error(SE) of x is ﬁ, Alternatively in the case of small

sample of size less than 20, the following results for control limits are available
UCL=X+AR, LCL=X-A;R, CL=X
Where Ris the mean of sample range Ry, Ry, Rs, ... ..... R,, obtained from the “k” samples, The factor A, has to

be determined from statistical tables when the sample size “n” is Known

Range Chart[ R-Chart]:
For the sample size less than 20 the range provides a good estimate of , Hence to measure the variance in the

variable, Range chart is used
Construction of R- Chart:

Let Ry, Ry, R3, ... ..... Ry, be the values of the range in “k” samples the mean of all these range is




— Ry,RyR;3,.......R
R =y 3k k

The Control limits are given by UCL = D4R , LCL = D3R, The factor D;&D, are determine from the
statistical table for known sample size

In this case of production process if the characteristics to be tested in non-measurable control charts for attributes
used to find out whether a production process is under control or not, The most common control charts under this
category are

1) Control charts for number of Defectives

@i1) Control charts for Fraction Defectives

1) Distinguish between variables and attributes in connection with the quality characteristic of a product
(AM 15)

Soln: In simple terms attributes control is at the limits, variables control within the limits. Concerning the data that is
generated by each concept, attributes data is discreet whereas variables data is continuous.

2) Write the formula for control chart values ( Central line, UCL & LCL) of a C-Chart (N/D 2015)
Soln:

CL=¢, UCL= [E+3(ﬁ)], LCL = [E—3(ﬁ)]

3) Control charts for X and R to be set up for an important quality characteristic the sample size is n =15 and
X and R are computed for each of 35 preliminary samples. The summary data are Z >, X; = 7805

Y35, R; = 1200 Find the control limit for X and R ( N/D 2015)
Soln: X = £% = 5% = 502,42, R =22 = 20 = 3423
N 35 N 35
Control Limit For X:

CL=X=202.42
UCL = X + (4,)R = 202.42 + (0.129)34.28 = 206.84, A, = 0.129 from table
LCL = X — (A,)R = 202.42 — (0.129)34.28 = 198, A, = 0.129 from table
Control Limit For R:
CL=R=34.28
UCL = (D,)R = (1.541)(34.28) = 52.83, D, = 1.541 from table

LCL = (D3)R = (0.459)(34.28) = 15.73, D3 = 0.459 from table
4) What is the purpose of using control channel? (A/M 15)

Soln: The purpose of drawing a control chart is to detect any changes in the process that would be evident by any
abnormal points listed on the graph from the data collected. If these points are plotted in "real time", the operator will
immediately see that the point is exceeding one of the control limits, or is heading in that direction, and can make an
immediate adjustment. The operator should also record on the chart the cause of the drift, and what was done to correct
the problem bringing the process back into a "state of control".

5) A Garments was sampled on 10 consecutive hours of production, The number of defects found per
garments is given below Defects: 5,1,7,0,2,3,4,0,3,2 compute the Upper and lower control limits for
monitoring the number of Defects (A/M 15)

Soln:
CL=c¢c=27,

ucL =[e+3(Ve )] [2.7 +3(v2.7)] = 7.63
LeL =[c-3(Ve)| =[27-3(v27)] =0




PART-B

1) Given below are the values of sample mean xand sample range R for 10 samples each of size 5, Draw the
appropriate mean & range charts and comment on the state of control of the process

Sample No: 1 2134|567 8]9|10
Mean(x;): 43 (49 |37 |44 |45 |37 |51 |46 |43 | 47

Range (R;) | 5 |6 |5|7|7/4[8|6|4]|6
Soln: N = Number of Samples = 10

Yx; 43+49+37+44+45+37+51+46+43+47

X = = =44.2
N 10
— EIRi 546+54+7+7+44+8+6+4+6
R = = =58
N 10
Control Limit For X:
CL=X=44.2

UCL = X + (A,)R = 44.2 + (0.577)5.8 = 47.55, A, = 0.577 fromtable
LCL = X — (A,)R = 44.2 — (0.577)5.8 = 40.85, A, = 0.577 from table
Control Limit For R:
CL=R=5.8
UCL = (D,)R = (2.115)(5.8) = 12.27, D, = 2.115 from table

LCL = (D3)R = (0)(5.8) = 0, D3 =0 from table

Control Limit For X — Chart:

52 1 X - Chart

51 - 51
50 -

49 - 49
48 - [1C1 =47 55

47 - 47
46 - 46

45 - /‘ 45 CL=44.2

44 - / 44 \/
43 - 43 43

42 -

a1 -
20 LCL=40.85

\ 4

\ 4

\ 4

39 -
38 -
37 - 37 37
36 -
35 T T T T T T T T T 1

SAMPLES

Since sample

number 2,3,6&7 falls outside the control limits the statistical process is out of control according to X — Chart




2)

Control Limit For R — Chart:

13 - R — Chart
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Since all the sample fall within the CL, The Statistical Process Under control for R-chart

The following are the sample mean and ranges for 10 samples, Each of size 5, Construct the control chart
for Mean & Range and comment on the nature of control

Sample No: 1 2 3 4 5 6 7 8 9 10

Mean: 12.8 | 13.1 | 135|129 | 13.2 | 14.1 | 12.1 | 155 | 139 | 14.2

Range: 21| 31| 39| 21| 19 3| 25| 28] 25 2
Soln:

N = Number of Samples = 10

YXx; 128+131+135+129+13.2+141+121+ 155+ 139+ 14.2

X = =
N 10
X =13.53
— YR, 21+431+39+21+19+3+25+28+25+2
R = = =2.59
N 10
Control Limit For X:

CL=X=13.53
UCL = X + (A,)R = 13.53 + (0.577)2.59 = 15.02, A, = 0.577 fromtable
LCL =X — (A;)R = 13.53 — (0.577)2.59 = 12.04, A, = 0.577 from table
Control Limit For R:

CL=R=2.59
UCL = (DR = (2.115)(2.59) = 5.48, D, = 2.115 from table
LCL = (D3)R = (0)(2.59) = 0, D; = 0 from table

Control Limit For X — Chart:




15.8
15.6 -
154 -
15.2 -~

15

X — Chart
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UCL=15.02
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Since sample number 8 falls outside the control limits the statistical process is out of control according to X —

Chart

Control Limit For R — Chart:
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Since all the sample fall within the CL, The Statistical Process Under control for R-chart

3) The Following gives the sample mean & Range for 10 samples each of size 6 in the production of certain
component, Construct the control chart for mean & range, Comment on the nature of control

Sample No: 1 2 3 4 5 6 7 8 9 10
Mean: 3731498 | 51.5|59.2 | 54.7 | 34.7 | 514 | 614 | 70.7 | 753
Range: 95]/128| 10| 91| 78| 58145 28| 3.7 8

Soln:

N = Number of Samples = 10




Yx; 373+498+51.5+59.2+54.7+347+514+614+707+753

X = =
N 10
X =54.6
E—ZRi _ 95+128+109.1+78+58+145+28+3.7+8 _g4
N 10 B
Control Limit For X:

CL=X=54.6
UCL = X + (A,)R = 54.6 + (0.4829)8.4 = 58.65, A, = 0.4829 fromtable
LCL = X — (A,)R = 54.6 — (0.4829)8.4 = 50.54, A, = 0.4829 from table
Control Limit For R:
CL=R=8.4
UCL = (D,)R = (2.004)(8.4) = 16.834, D, = 2.115 from table
LCL = (D3)R = (0)(8.4) = 0, D3 =0 from table

Control Limit For X — Chart:

X — Chart 3
74.5 — .
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Since sample number 1,2,4,6,8,9&10 falls outside the control limits the statistical process is out of control
according to X — Chart
Control Limit For R — Chart:
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Since all the sample fall within the CL, The Statistical Process Under control for R-chart

4) The following Data gives the measurement of 10 samples each of size 5 in the production process taken in
an interval of two hours, Calculate the sample mean and ranges and drawn the control chart for mean and

range
1 2 3 4 5 6 7 8 9| 10
49| 50| 50| 48| 47| 52| 49| 55| 53| 54
Observed 55| 51| 53| 53| 49| 55| 49| 55| 50| 54
Measurement | 54 | 53| 48| 51| 50| 47| 49| 50| 54| 52
of X 49 | 46| 52| 50| 44| 46| 53| 53| 47| 54
53| 50| 47| 53| 45| 50| 45| 57| 51| 56
Soln:
Sample 1 2 3 4 5 6 7 8 9 10
X 260 250 250 255 235 260 245 270 255 270
X=X/5 52 50 50 51 47 50 49 54 51 54
Range 6 7 6 5 6 9 8 7 7 4
N = Number of Samples = 10
Y_in_52+50+50+51+47+50+49+54+51+54_50 3
N 10 S
E_ZRi_6+7+6+5+6+9+8+7+7+4_6 5
N 10 o
Control Limit For X:
CL=X=50.8

UCL = X + (4,)R = 50.8 + (0.577)6.5 = 54.55, A, = 0.577 fromtable
LCL =X — (A,)R = 50.8 — (0.577)6.5 = 47.04, A, = 0.577 from table
Control Limit For R:
CL=R=6.5
UCL = (D,)R = (2.115)(6.5) = 13.74D, = 2.115 from table
LCL = (D3)R = (0)(6.5) = 0, D3 =0 from table
Control Limit For X — Chart:




Since sample number 5 falls outside the control limits the statistical process is out of control according to X —
Chart
Control Limit For R — Chart:
Since all the sample fall within the CL, The Statistical Process Under control for R-chart

5) The Table given below gives the measurement obtained in 10 samples, Construct the control chart for

mean & Range, Discuss the nature of control

1123456 ] 718910

62 | 50 | 67 | 64 | 49 | 63 | 61 | 63 | 48 | 70

68 | 58 | 70 |62 | 98 | 75 | 71 | 72 | 79 | 52

M?a‘;ierrevlfl‘im 66 | 52 | 68 | 57 | 65 | 62 | 66 | 61 | 53 | 62

X 68 | 58 | 56 | 62 | 64 | 58 | 69 | 53 | 61 | 50

73 65| 61| 63|66 |68 | 77| 55| 49 | 66

68 | 66 | 66 | 74 | 64 | 55 | 53 | 57 | 56 | 75

Soln;

Sample 1 2 3 4 5 6 7 8 9 10
sX 405 | 349 | 388 | 382 | 406 | 381 397 | 361 346 | 395
X=3X/6 | 675 | 582 | 647 | 637 | 6717 | 635 | 662 | 601 | 577 | 625
Range | 11 16 14 17 49 20 24 19 31 25

N = Number of Samples = 10

Control Limit For X:

X =

Control Limit For R:

Yx; 67545824647 +63.7+67.7+63.5+ 662+ 60.1+57.7 + 62.5
N 10
X =63.12

ZRL-_11+16+14+17+49+20+24+19+31+25_

R =

N

LCL = (D3)R = (0)(22.6) = 0,

Control Limit For X — Chart:
Since all sample falls inside the control limits the statistical process is under control according to X — Chart

Control Limit For R — Chart:
Since sample number 5 fall outside the CL, The Statistical Process is out of control according to R-chart

1

0

CL=X=63.12
UCL = X + (4,)R = 63.12 + (0.4829)22.6 = 74.03, A, = 0.577 fromtable
LCL =X — (A,)R = 63.12 — (0.4829)22.6 = 52.20, A, = 0.577 fromtable

CL=R=22.6
UCL = (D,)R = (2.004)(22.6) = 45.29D, = 2.115 from table
D; =0 from table

> Control Charts for Standard Deviation (S.D ) [OR] S- Chart:

=22.6

The SD is an ideal measure of dispersion a combination of control charts for the sample mean X and the sample SD

Control Limit forX:

CL=X,

UCL= X+ Al( /%)?

LCL=)_(—A1(

n

n—-1

)3




Control Limit forS:

CL=S,

UCL

= B,S, LCL = B3S

+* Problem
1) The Following data give the coded measurement of 10 samples each of size 5 from a production process of
one hour calculate the sample mean & SD's and draw the control chart for X& S

Sample No: 112 (3[4 |5]6|7]8]9]10
9 |10 (10| 8 | 7 |12 9 | 15|10 | 16

Coded 15(11 |13 (13| 9 (15| 9 (15|13 | 14
Measurements | 14 [ 13| 8 [ 11|10 | 7 | 9 |10 | 14 | 12
(X) 9 |6 |12/10] 4 |16|13]|13| 7 | 14
13(10| 7 (131510 | 5 (17 |11 | 14

Soln:

Sample No: 1 (234|567, 8]9]|10
9 (1010 | 8 711219 (15|10 | 16

Coded 15011 (13139 [15| 9 [15]13 |14
Measurements | 14 | 13| 8 | 11 | 10| 7 9 (10|14 | 12
(X) 9|6 |12]|10]| 4 |16|13]13| 7 |14
13110 7 |13 |15|10| 5 |17 |11 ] 14

Tx 60 | 50 | 50 | 55| 45 | 60| 45|70 | 55| 70
X:% 1211011011 9 |12 9 |14 |11 ]| 14

N = Number of Samples = 10

)_(_le-_12+1o+1o+11+9+1z+9+14+11+14_110_11

N 10 10

Sample No: 1 2 3 4 5 6 7 8 9 10

9 0 0 9 0 0 0 1 1 4

9 1 9 4 4 9 0 1 4 0

(x — X)? 4 9 4 0 9 25 0 16 9 4

9 16 4 1 9 16 | 16 1 16 0

1 0 9 4 4 4 16 9 0 0

£(x — X2 32 1 26 | 26 | 18 | 26 | 54 | 32 | 28 | 30 8
s (x — X)2 32| 26| 26| [18| (26| [54| (32| (28| (30| |08
N n 5 5 5 5 5 5 5 5 5 5
=25 |=23|=23|=19|=23|=33|=25|=24|=24]|=13
§—2'5+2'3+2'3+1'9+2'3+3'3+2'5+2'4+2'4+1'3 232 539

N 10 10 7
Control Limit For X:
CL=X=11

— — 5
UCL=X+(A1)S =11+ (1.596) \/; 232 =15.14, A, =1.596 fromtable




_ _ 5
LCL =X — (A4S = 11 — (1.596) \/; 2.32 = 6.86, A, = 1.596 from table

Control Limit For S:

CL=S=2.32
UCL = (B,)S = (2.004)(2.32) = 4.85 B, = 2.089 from table
LCL = (B3)S = (0)(2.32) = 0, B; =0 from table

15 - — >
Control Limit For X:
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Control Limit For X — Chart:
Since all sample falls inside the control limits the statistical process is under control according to X — Chart
Control Limit For S — Chart:

Since all sample falls inside the control limits the statistical process is under control according to S — Chart

2) The values of sample mean & SD for 15 samples each of size 4 drawn from a production process are given
below, Draw the appropriate control charts for the process avg and process variability comment on the
state

Sample
No: 1 2 3 4 5 6 7 8 9 10 1 |12 | 13 | 14 15

Mean | 15 | 10 | 125 | 13 | 125 | 13 | 135115135 | 135|145 (9.5 | 12 | 105 | 11.5

SD 31 |1 24| 36 |23 |52 54|62 |43 | 34 |41 | 39 [51]47] 33 | 33

Soln:




— in 185.5 — ZSi 60.3
X_T_T_u.%, S‘T_E“}'OZ
Control Limit For X:
CL=X=12.36
_ _ 4
UCL =X+ (A;)S = 12.36 + (1.880)( 3 4,02 =21.09, A, =1.880 from table
_ _ 4
LCL =X — (4,)S = 12.36 — (1.880) 3 4,02 =3.63, A, =1.880 fromtable
Control Limit For S:
CL=S=14.02
UCL = (B,)S = (2.266)(4.02) =9.11 B, = 2.266 from table
LCL = (B3)S = (0)(4.02) = 0, B; =0 from table

Control Limit For X — Chart:

16
15.5
15
14.5
14
135
13
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X — Chart
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Since all sample falls inside the control limits the statistical process is under control according to X — Chart
Control Limit For S — Chart:
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3.9

3.6
3.4

3.1

2.4

2.3 S
C

0

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Since all sample falls inside the control limits the statistical process is under control according to S — Chart

v Control Charts for Attributes




To control the quality of certain products whose attribute are available, the following control charts are used

» np-Chart ( Number of Defectives)
» p-chart (For proportion of Defectives)
» c¢-Chart ( For the number of Defectives in a Unit)

e np-chart
o o
CL=np, UCL=n|p+3 /w , LCL=nl|p-3 ¥
e p-chart
— —
CL=7, UCL=|p+3 /—p( PV pe=|p-s| PP
n n
e (C-chart

CL=¢, UCL= [E+3(ﬁ)], LCL = [E— 3(ﬁ)]
% c-chart
1) 20 pieces of cloth out of different rolls contained respectively 1,4,3,2,4,5,6,7,3,3,2,5,7,
6,4,5,2,1,3&8 imperfection, As certain whether the process is in state of statistical control

Soln:
Let c¢ denotes the number of imperfection per unit

Total number of defects Yc
Total sample Inspected ~ n

Cc=

_ 1444+34+2+4+546+7+2+3+24+54+7+6+4+54+2+14+3+8 80 4
Cc = = — =
20 20

Ve=vV4=2

UCL=T+3Jc=4+3(2)=10, LCL=c—-3Jc=4-3(2) =-2
Since LCL is negative, We take LCL=0 as negative of imperfection is not valid in practical case

Control Limit For ¢ — Chart




10 A 4:
¢ — Chart

I
v

o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Conclusion:
Since all the values of ¢ lies between LCL & UCL so the process is under control

2) 15 Tape Recorder were examined for quality control test, The number of defect in each tape recorder is
recorded below, Draw the appropriate control charts and comment on the state of control

liimple 1/12/3/4|5|6/7|8(9(10|11 (12|13 (14|15
No of
Defective 2|14/3|1|1(2|5]|3]6,7 |3 |1|4|2]|1

Soln:
Let c¢ denotes the number of imperfection per unit

Total number of defects Yc

€= Total sample Inspected ~ n
__2+4+3+1+1+2+5+3+6+7+3+1+4+2+1_45_3
€= 15 T 15

Ve=v3=1.732

UCL=¢+ 32 =3+3(1.732) =8.20, LCL=7c—3yc=3-3(1.732) = —2.20
Since LCL is negative, We take LCL=0 as negative of imperfection is not valid in practical case

Control Limit For ¢ — Chart




¢ — Chart

/N N
3 3 3 3 >
2 2 ‘\\\\s-&-‘///)z/; ‘\\\\“/// 2
1 - 1 1 1
0 >

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Conclusion:
Since all the values of ¢ lies between LCL & UCL so the process is under control

3) Construct the control chart for the number of defects from the following data given the number of defects
in 15 pieces of cloth of equal length when inspected in a textile mill and find the nature of the process,
Number of defects are 3,4,2,7,9,6,5,4,8,10,5,8,7,7,5

Soln:
Let c denotes the number of imperfection per unit

Total number of defects }.c
Total sample Inspected ~ n

Cc=

3+44+2+74+9+6+5+4+8+10+54+8+7+7+ 5__ 90__
15 ~15

Cc=

V© = V6 = 2.4494

UCL =¢ + 3T = 6+3(2.4494) = 13.35, LCL=7¢—3/c=6—3(2.4494) = -1

Since LCL is negative, We take LCL=0 as negative of imperfection is not valid in practical case

Control Limit For ¢ — Chart




11 -~

10 -

10

¢ — Chart

v

10 11 12 13 14

15

Conclusion:

Since all the values of ¢ lies between LCL & UCL so the process is under control

+* p-chart &np-chart

1) Construct a control charts for defective for the following data
Sample No 1] 2 3/ 4, 5/ 6, 7 8] 910
No of Inspected | 90 | 65 | 85|70 | 80 | 80 | 70 | 95 | 90 | 75
No of Defective 9 7 3 2 9 5 3 9 6 7

Soln:
We note that the size of the sample varies from sample to sample, so we construct the p-chart provided
0.75n<n;<125n

Total number of defects

P= Total sample Inspected
_ 94+74+34+24+94+5+3+9+6+7 _60_0075
P=90+65+85+70+80+80+70+95+90+75 800
_ 90+65+85+70+80+80+70+95+90+75 800
n= = =80
10 10
0.75 (80) < n; < 1.25 (80) = 60 < n; < 100
CL=7=0.075
p(1-p 0.075(1 — 0.075
ver=|p+3( PL2P ) 20075+ 3 ( )) = 0.16332
n 80
p(1— 0.075(1 — 0.075
LCL=|p-3 Q =o.075—3] (80 )=—0.01332

Since LCL is negative, We take LCL=0 as negative of imperfection is not valid in practical case




P-Ratio

Sample No

10

No of Inspected

90

65

85

70

80

80

70

95

90

75

No of Defective

P-Ratio

9/90=
0.1

7/65=
0.108

3/85=
0.035

2/70=
0.029

9/80=
0.113

5/80=
0.063

3/70=
0.043

9/95=
0.095

6/90=
0.067

7/75=
0.093

0.12 ~

0.11

0.108

0.113

p-chart

v

0.1 - 1
0.09 -
0.08 -
0.07 A
0.06 -
0.05 -
0.04 -
0.03 A
0.02 -
0.01 -

%.067

0.063

0.043

35
0.029

v

Conclusion: Since all the values of p-chart lies between LCL & UCL so the process is under control

np-chart:

CL = ()P = 80 = 0.075 = 6

’_ 1-p 0.075(1 - 0.075
UCL=n|p+3 % =80 0.075+3\/ (80 )

=80%0.16332
UCL =13.07
p(1-p 0.075(1 — 0.075
LCL=7|p-3 p(—_p) =80(0.075-3 ( ) =80 = (—0.01332)
n 80
LCL =—-1.066

Since LCL is negative, We take LCL=0 as negative of imperfection is not valid in practical case




10

v

9 1 9 9 np-chart 9

Conclusion: Since all the values of np-chart lies between LCL & UCL so the process is under control

2) The following are the figures for the number of defective of 10 samples, each containing 100 items,
8,10,9,8,10,11,7,9,6,12, Draw the control chart for fraction defective and comments on the state of
control of the process

Soln:
Given sample size all samples are equal n=100 (given)

Total number of defects

p= Total sample Inspected

Sample No 1 2 3 4 5 6 7 8 9 10
No of
Inspected 100 100 100 100 100 100 100 100 100 100
No of
Defective 8 10 9 8 10 11 7 9 6 12

8/100= | 10/100= | 9/100= | 8/100= | 10/100= | 11/100= | 7/100= | 9/100= | 6/100= | 12/100=
P-Ratio 0.08 0.1 0.09 0.08 0.1 0.11 0.07 0.09 0.06 0.12

0.08 + 0.1 + 0.09 + 0.08 + 0.1 + 0.11 + 0.07 + 0.09 + 0.06 + 0.12

p= =0.09
p 10
CL=7p=0.09
= pA-m\| _ 0.09(1-10.09)\
UCL=|p+3 = =0.09 + 3 J 00 =0.177
. p(1-p)\| _ 0.09(1-0.09)\
LCL=|p-3 = =0.09 -3 J 50 =0.004




0.14 ~
0.13 A
0.12 A 12

0.11 - All
0.1 - 1 0.1
0.09 - AW

0.08 - As 0.08

v

0.07 0.07
0.06 - 0.06
0.05 A
0.04
0.03
0.02 A
0.01 A
O T T T T T T T T T T
0 1 2 3 4 5 6 7 8 9 10
Conclusion: Since all the values of p-chart lies between LCL & UCL so the process is under control
np-chart:
CL=np=100%0.09=9
p(1-p 0.09(1 - 0.09
UCL=n|p+3 p(_—p) =100]0.09+ 3 ¥ =100+ 0.177
n 100
UCL=17.7
p(1 - 0.09(1 - 0.09
LCL=n|p-3 M =100]0.09 -3 # =100 * 0.004
n 100
LCL=0.4= 0
17 - >
16 -
15 np-chart
14
13 -~
12 12
11 A 11
10 - /NO\'V/“’/‘\
9 - T >
8 - 08/ 8
7 - 7
6 - 6
5 4
4 -
3 -
2 .
1 T —
0 T T T T T T T T T 1
0 1 2 3 4 5 6 7 8 9 10
Conclusion: Since all the values of np-chart lies between LCL & UCL so the process is under control




3) The data given below are the number of defective in 10 samples of 100 items each, construct a p-chart
&np-chart and comments on the result

Sample No: 1 2 3 4 5 6 7 8 9| 10
Number of
Defectives 6| 16 7 3 8| 12 7 11| 11 4

Soln:

Given sample size all samples are equal n=100 (given)

Sample No: 1 2 3 4 5 6 7 8 9 10
Number of

Defectives 6 16 7 3 8 12 7 11 11 4
P-Ratio 0.06 | 0.16 | 0.07 | 0.03 | 0.08 | 0.12 | 0.07 | 0.11 | 0.11 | 0.04

_ 0.06+0.16+0.07+0.03+0.08+0.12 + 0.07 + 0.11 + 0.11 + 0.04 0.085
p= = 0.
10

CL=7=0.085

=0.1687

UCL =|p+3

p(l—-p 0.085(1 — 0.085
P(_—p) =0.085+ 3 ( )
n 100

LCL = =0.0013

n 100

p(1-7p 0.085(1 — 0.085
_ PA=P) | _ yos2—3 J ( )

0.18 -
0.17 A
0.16 - 0.16
0.15 -
0.14 -
0.13 A
0.12 - 0.12

0.11 - . 0.1
0.1 - / \
0.09 - >
0.08 - 0.08 \/
0.07 - 0.07 0.07

0.06

0.06 -
0.05 -
0.04 - 4
0.03 A 0.03

0.02 -
0.01 >

p-chart

Conclusion: Since all the values of p-chart lies between LCL & UCL so the process is under control

np-chart:

CL =np =100 +0.085 = 8.5

— p(1-p) 0.085(1 — 0.085)
UCL=n|p+3 — =100]0.085+3 100 =100 % 0.1687

UCL =16.87




p(1— 0.085(1 — 0.085
LCL=n|p-3 —p( — P) =100(0.085 -3 ( ) =100+ 0.0013
n 100
LCL=0.13= 0
18 -
17 - ~
d
16 - 16
15 4 np-chart
14 -
13 -
12 - 12
11 11
10 - / \
9 - >
8 - 8 v
7 - 7 7
6 - 6
5 .
4 - 4
3 - 3 -
2 T T T T T T T T T ,I
0 1 2 3 4 5 6 7 8 9 10

Conclusion: Since all the values of np-chart lies between LCL & UCL so the process is under control

4) Construct a Control Chart for defectives for the following data (Apr/May-2015)

Sample No 1 2 3 4 5 6 7 8 9 | 10
No of Inspected 90 | 65 | 85 | 70 | 80 | 80 | 70 | 95 | 90 | 75
No of defectives 9 7 3 2 9 5 3 9 6 7

Soln: We note that the size of the sample varies from sample to sample, so we construct the p-chart provided

0.751<n; <1257

Total number of defects

P= Total sample Inspected
_ 94+74+3+2+9+5+34+9+6+7 _60_0075
P = 90+65+85+70+80+80+70+95+90+75 800
_ 90+65+85+70+80+80+70+95+90+75 800 80
n= = =

10 10
0.75 (80) < n; < 1.25 (80) = 60 < n; < 100

CL=7=0.075

f— 1-7 0.075(1 — 0.075
UcL = |5 +3 p(ﬁ—p) =o.075+3J (80 )} = 0.16332




=-0.01332

p(1 - 0.075(1 — 0.075
LCL=|p—-3 Q =0.075—3\] (80 )

Since LCL is negative, We take LCL=0 as negative of imperfection is not valid in practical case

P-Ratio
Sample No 1 2 3 4 5 6 7 8 9 10
No of Inspected 90| 65| 85| 70| so| 8| 70| 95| 90| 75
No of Defective 9 7 3 2 9 5 3 9 6 7
9/90= | 7/65=| 3/85=| 2/70= | 9/80= | 5/80= | 3/70= | 9/95= | 6/90= | 7/75=
P-Ratio 0.1 | 0.108 | 0.035| 0.029 | 0.113 | 0.063 | 0.043 | 0.095 | 0.067 | 0.093
0.12 - >
0.11 - 0.108 0.113 p-chart
0.1 - A

0.095
0.09 - 0,093
0.08 - R
0.07 1 \/0.067

0.06 0.063

0.05 -
0.04 - 0.043

35
0.03 - 0.029

0.02 -
0.01 -

v

np-chart:

CL = ()P = 80 = 0.075 = 6

|- p(1—-7) 0.075(1 — 0.075)
vcL=7|p+3( |[—=—||=80{0.075+3 =0 =80 x 0.16332

UCL =13.07
p(l—-p 0.075(1 — 0.075
n 80
LCL = —-1.066

Since LCL is negative, We take LCL=0 as negative of imperfection is not valid in practical case




10

v

9 1 9 9 np-chart 9

Conclusion: Since all the values of p-chart lies between LCL & UCL so the process is under control

Since all the values of np-chart lies between LCL & UCL so the process is under control

5) Construct R chart for the following data comment on the state of control (Apr/May-2015)

Sample No 1 2 3 4 5 6 7 8 9
17 | 08 | 1.0 [ 04 | 14 | 18 | 1.6 | 25 | 2.9
Observations 22 1514 |06 |23 (20|10 1.6 | 2.0

19 |21 |10 |07 |28 |11 | 1.5 | 1.8 | 0.5
1.2 109 |13 02 |27 01 |20 ] 1.2 | 2.2

Soln:

Sample 1 2 3 4 5 6 7 8 9

Range

1 1.3 0.4 0.5 1.4 1.9 1 1.3 24

N = Number of Samples =9

— YR, 1413404+4054+14+19+1+13+24
R = N 5 =1.244

Control Limit For R:
CL=R=1.244
UCL = (D,)R = (1.816)(1.244) = 2.25 D, = 1.816 from table

LCL = (D3)R = (0.184)(1.244) = 0.22, D; = 0.184 from table




R- CHART

2.5

A
15
14 13

/‘ .
1 1 1

0.5 0.5

/ 2.4

1 2 3 4 5 6 7 8 9

Control Limit For R — Chart:
Since sample number 9 fall outside the CL, The Statistical Process is out of control according to R-chart

6) Define (a) Acceptance Quality Level (AQL) (Apr/May-2015)

Soln: Acceptable quality level is the poorest level of quality from a supplier's process that would be considered
acceptable as a process average. You want to design a sampling plan that accepts a particular lot of product at the AQL
frequently. (OR) An acceptable quality level is a test and/or inspection standard that prescribes the range of the number
of defective components that is considered acceptable when random sampling those components during an inspection.
The defects found during an electronic or electrical test, or during a physical (mechanical) inspection, are sometimes
classified into three levels: critical, major and minor. Critical defects are those that render the product unsafe or hazardous
for the end user or that contravene mandatory regulations. Major defects can result in the product's failure, reducing its
marketability, usability or saleability. Lastly, minor defects do not affect the product's marketability or usability, but
represent workmanship defects that make the product fall short of defined quality standards. Different companies
maintain different interpretations of each defect type. In order to avoid argument, buyers and sellers agree on an AQL
standard, chosen according to the level of risk each party assumes, which they use as a reference during pre-shipment
inspection.

For example, you receive a shipment of microchips and your acceptable quality level (AQL) is 1.5%. Realizing that you
won't always make the correct decision (sampling risk), you set the producer's risk (alpha) at 0.05. This means that
approximately 95% of the time you will correctly accept a lot with a quality level of 1.5% or better and 5% of the time
you will incorrectly reject the lot with a quality level of 1.5% or better.

The AQL describes what the sampling plan will accept, whereas the reject able quality level (RQL) describes what the
sampling plan will reject.

(b) Lot Tolerance Proportion Defective (LTPD)

Soln: The LTPD of a sampling plan is a level of quality routinely rejected by the sampling plan. It is generally defined as
that level of quality (percent defective, defects per hundred units, etc.) that the sampling plan will accept 10% of the time.
This means lots at or worse than the LTPD are accepted at most 10% of the time. In other words, they are rejected at least
90% of the time. The LTPD can be determined using the OC curve by finding that quality level on the bottom axis that
corresponds to a probability of acceptance of 0.10 (10%) on the left axis.

Associated with the LTPD is a confidence statement one can make. If the lot passes the sampling plan, one can state with
90% confidence that the quality level (defective rate, etc.) is below the LTPD. In other words, passing the sampling plan
demonstrates that the LTPD has been meet.

The probability of acceptance at the LTPD can be reset using the Definitions of AQL and LTPD dialog box. The
associated confidence statements are also displayed in this dialog box.

The LTPD is used to help describe the protection provided a sampling plan. But it only provides half the answer. It
describes what the sampling plan will reject. We would also like to know what the sampling plan will accept. The answer
to this second question is provided by the AQL.




Equivalent terms commonly used instead of LTPD are: (i) LQ (ii)) RQL (iii) UQL
(c) Single sampling plan

Two numbers specify a single sampling plan: They are the number of items to be sampled (n) and a prespecified
acceptable number of defects (c). If there are fewer or equal defects in the lot than the acceptance number, c, and then the
whole batch will be accepted. If there are more than ¢ defects, the whole lot will be rejected or subjected to 100%
screening.

7) A Machine fills boxes with dry cereal. 15 sample of 4 boxes are drawn randomly. The weights of the
sampled boxes are shown as follows. Draw the control charts for the sample mean and sample range and
determine whether the process is in a state of control (Apr/May-2015)

Sample No 1 2 3 4 5 6 7 8
100 | 103 | 115 | 11.0 | 11.3 | 10.7 | 11.3 | 123
102 | 109 | 10.7 | 111 | 11.6 | 114 | 114 | 121

Weight of Boxes (X): 11.3 | 10.7 | 114 | 10.7 | 119 | 10.7 | 11.1 | 12.7
124 | 11.7 | 124 | 114 | 121 | 11.0 | 10.3 | 10.7
Sample No 9 10 11 12 13 14 15

11.0 | 11.3 | 12,5 | 119 | 121 | 119 | 10.6
13.1 | 12.1 | 119 | 121 | 11.1 | 121 | 119
Weight of Boxes (X): 131 | 10.7 | 11.8 | 11.6 | 121 | 131 | 11.7
124 | 115 | 11.3 | 114 | 11.7 | 12.0 | 12.1

Soln:
Sample 1 2 3 4 5 6 7 8 9 10
zX 439 | 436 46 | 442 469| 438 441| 478| 496| 456
X=X 0075 | 109 | 115 | 1105 | 11725 | 1095 | 11025 | 1195 | 124 | 114
Range |, 4 1.4 1.7 0.7 0.8 0.7 1.1 2 2.1 1.4
Sample | 11 12 13 14 15
X 475 47 47| 49.1| 463
X=EX/4

11.875 11.75 11.75 | 12.275 | 11.575

Range 12 07 1 12 15

N = Number of Samples = 15

Yx; 1097 +109+11.5+11.05+ -+ 11.75+11.75+ 12.275 + 11.575

N 15
— YR 24+4+14+174+07+--+4+07+1+12+15
R=27= — =1.32

Control Limit For X:

CL=X=11.54
UCL =X + (4,)R = 11.54 + (0.223)1.32 = 11.83, A, = 0.223 fromtable
LCL =X — (A,)R = 11.54 — (0.223)1.32 = 11.24, A, = 0.223 from table
Control Limit For R:

CL=R=1.32
UCL = (D,)R = (1.653)(1.32) =2.19 D, = 1.653 from table




LCL = (D3)R = (0.347)(1.32) = 0.46, D3 = 0.347 from table

X- CHART
13
12:5 12.4
/\ /\12.275
12 11.95 i
A 11725 / \ / 7511.75 \ s
115 Nl.b / \ / Vi :
11 S0.9 V11-05 \40{511.025
10.5
10
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
R- CHART
3
25 \ 2.4
2
1.5 7
1
0.5
0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Control Limit For X — Chart:
Since sample number 1,2,4,6,7,9,11&14 fall outside the CL, The Statistical Process is out of control according to
X — Chart
Control Limit For R — Chart:
Since sample number 1 fall outside the CL, The Statistical Process is out of control according to R-chart
8) Ten inspection sample lots of five amplifiers each are drawn from production the following table lists the
average life and range of the power output obtained for each amplifier construct X-Chart and R Chart
comment on the state of control
(Nov/Dec-2015)
Sample No 1 2 3 4 5 6 7 8 9 10
X 11 |12 | 128 |14 |13.6 | 128 |11.8 | 129 |13.0 | 118
R 4 4 6 4 6 5 5 6 4 6
Soln:

N = Number of Samples = 10

7 o Yx; 11+12+128+14+13.6+128+11.8+129+13 +11.8
N 10




X =12.57

— XR 44+44+64+4+6+5+5+6+4+6

Control Limit For X:
CL=X=5
UCL =X + (A,)R = 12.57 + (0.308)5 = 14.11, A, = 0.308 fromtable
LCL =X — (A;,)R = 12.57 — (0.308)5 = 11.03, A, = 0.308 from table

Control Limit For R:
CL=R=5
UCL = (D,)R = (0.223)(2.59) = 8.88, D, = 0.223 from table
LCL = (D5)R = (1.777)(2.59) = 1.11, Ds; = 1.777 from table
X CHART
16
14 <
12 = : s ‘Lk 11.8
10 .
8
6
4
2
0
1 2 3 4 5 6 7 8 9 10
R CHART
10

O B N W b~ U1 O N 0O O
L

Control Limit ForX — Chart:

Since all sample falls inside the control limits the statistical process is under control according to X — Chart
Control Limit ForR — Chart:

Since all sample falls inside the control limits the statistical process is under control according to R-chart

9) Thirty five successive sample of 100 castings each taken from a production line, contained respectively
3,3,5,3,0 5,3,2,3,5,6,5,9,1,2,4,5,2,0,10,3,6,3,2,5,6,3,3,2,5,1,0,7,4 & 3 defectives if the fraction defective is to be
maintained at .02, construct the P-Chart for these data and state whether or not this standard is being
met (Nov/Dec-2015)




Soln: Since the size of the sample are equal
No of defectives in the sample

3
p for sample = p (for sample No: 1) = 100~ 0.03

No of items in the sample 00

Similarly calculate p for each sample and tabulate, Divide the number of defectives by 100 to get the fraction defectives

Sample No 1 2 3 4 5 6 7 8 9 10 11 12 13 14

No of 3 3 5 3 0 5 3 2 3 5 6 5 9 1
Defectives

P = Fraction 003 [0.03 |0.05 [0.03 |0 0.05 003 [0.02 |0.03 |0.05 [0.06 |0.05 |0.09 |0.01
Defectives

Sample No 15 16 17 18 19 120 21 22 23 24 25 26 27 28

No of 2 4 5 2 0 10 3 6 3 2 5 6 3 3
Defectives

P = Fraction 002 [0.04 |0.05 [0.02 |0 0.1 0.03 |0.06 |{0.03 [0.02 [0.05 |0.06 |0.03 |0.03
Defectives

Sample No 29 30 31 32 33 |34 35

No of 2 5 1 0 7 4 3 _ 0.03+4+0.03+0.05+:--40.04 +0.03
Defectives p= 35

P =Fraction |0.02 | 0.05 [0.01 |0 0.07 | 0.04 | 0.03

Defectives p=0.0368

CL=7=0.0368

_ p(1—-p) 0.0368(1 — 0.0368)
UCL=|p+3| [——=—||=0.0368+3 = 0.09338
n 100
p(1—-p 0.0368(1 — 0368
LCL=|p—-3 u = (0.0368 -3 ( ) =—-0.01967
n 100
Since LCL is negative, We take LCL = 0 as negati\}e of imperfection is not valid in practical case
P- CHART
0.12
0.1 j ot
0.09 ’
0.08

0.07

0.06 0.6 0.06 0.06
0.05 0.05 0.05¥ 0.0 . A A 0.05
0.04 A A . A 0.04
—6h0.03\ 00 \/ v o.oaw \-eQié Noos
0.02 0.02 0.02 D2 0.02 0.0

0.01 001
0 © © ©

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35

Conclusion: Since sample number 20 fall outside the CL, The Statistical Process is out of control according to p-chart




o4 TOLERANCE LIzGITS

woant, N W kﬁS\'USSCd ‘Onfidencea : .

&..‘I the sample uh::‘?\t‘::ti ::z:: ngf:e\:lb tor the Popu]atipn e when we as-
¥ om 8.2.2 defined the canf o rom a normally distributed population.
TREVIEE " ¢ confidence interval on the mean when the population

ance must be estimated. We e . , pop
vare - | note here that this confidence interval relates to an
arenval within Which we are highly confident that the true mean u lies. Often, par-
geularly 10 €NZIMEENING applications, we are interested in statements abiout indivd-
al observations. For example, we may need to know the proportion of individual
yalues 10 Fh‘" population that lie in some specified interval. Or, there might be spec-
yication imuts ““_d We may wish to estimate what proportion of items lie within the
specification hmits. We will consider two methods for computing tolerance inter-
vals. The first method assumes a normal distribution for the population. In the sec-
ond approach. we do not assume any specific distribution (nonparametric).

-

Two-Sided Tolerance Limits

Two-sided tolerance limits are values determined from a sample of size n so

that one can claim with (1 — a)% confidence that at least 6 proportion of the
population is included between these values.

Assumed Normal Distribution
When normality is assumed, we have seen that the interval
(n — 1.960, p + 1.96¢)

contains 95% of the population. In practice, u and o are usually unknown and m -t
be estimated by X and S, the sample mean and standard deviation, Thus, the interval

(X — 1.96S, X + 1.965)



is a random interval, and hence will no longer cover exactly 95% of the population,

However. it can be shown that the interval
(X — KS, X + KS)

covers & of the population with confidence | — a. Values of the constant K are

given in Table XIV for various values ofdand 1 — «.

o dispense twelve ounces of cereal

Example 16.4.1. A certain machine wa® made t
ampled 25 boxes and mea-

per box. To check on the precision of the machine, a team
sured the weight of their contents. The sample average weight was 11.959 oz., and the
sample standard deviation was 0.228. Assuming 2 normal distribution, calculate an
interval so that we can claim, with 95% confidence, that 99% of the population lies
between the smallest and largest sample observation.

From Table XIV we find K = 3.457 for 1 — a = .95 and
erance interval 1s.given by

& = .99. Thus the tol-

(X — KS, X + KS)

which becomes

[11.959 — (3.457)(.228), 11.959 + (3.457)(.228)]
or (11.171, 12.747)

For some problems we need one-sided tolerance limits. That is, determine the
sample size needed so that a specified proportion & of the population is above
the smallest value or below the largest value in the sample.

One-Sided Tolerance Limits

A one-sided tolerance limit is a minimum (or maximum) value determined
from a sample of size n, chosen so that one can claim with (1 — a)% confi-
dence that at least & proportion of the population will exceed this minimum

(is less than this maximum) value.

Table XV can be used for this purpose, as demonstrated in Example 16.4.2.

Example 16.4.2. A manufacturer of automotive batteries wishes to establish a war-
ranty so that they can be 95% confident that 99% of the batteries will last as long as
the warranty period. Assume that battery life time follows a normal distribution. The
research team randomly selected n = 50 batteries and ran a test on the life of each bat-

tery. They found the average life for the sample to be 39 months with sample standard

deviation 3.0 months.
The lower (one-sided) tolerance limit is given by

X - KS

From Table XV we find K = 2.863, which gives a lower tolerance limit of 30.411.
Hence, a warranty period of 30 months seems reasonable. . ,
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Nonparametric Tolerapc, Interyy

The presentation of tolerance

: intervalg o; : :
for the population from Which the ¢ > 81ven requires the assumption of normality
sumption. For example, the diStribir:i]ple IS taken. Often that is not a reasonable as-
does €Xist @ nonparametric Ol may be skewed to the right or left. There

: € method (;
411 usually be wider and/ od (mdependem of the distribution). These intervals
“ll )

Or requj N
It can be shown thay uire larger Sample sizes for specified 6 and | — a.

P[(Y,
(Yo ¥w) covers g least § of the population] (16.1)
Y., and ¥,,, d T - e
where Iy and I, denote the mjp; ) ) _
resp ectively. Table XV gives thén\:‘;;“::ﬂd Mmaximum value in the sample of size n,

portion of the population is Betyien, ¥ § for the sample size needed so that pro-

(1 and Y., with 1 — & percent confidence.

Example 16.4.3, If we do not asgy
needed so that we cap claim, with 9¢

will be included between the smal
d = .95)?

Me a normal distribution, what size sample is
% confidence, that at least 95% of the population
lest and largest observation (ie., @ = .10 and

From Table XVI we see that n = 77 observations are required.

Nonparametric intervals can be used in various ways. One obvious approach
is to find the sample size needed so that the tolerance interval covers & percent of
the population with confidence 1 — . Another approach would be, for a given sam-
ple size, to find the confidence level for a specified & proportion of the population
to be included within the tolerance interval. This can be done by solving equation
16.1 for various values of n with & fixed until an acceptable confidence is obtained.

16.5 ACCEPTANCE SAMPLING

Although modern quality control techniques tend to emphasize process control so
that defective items are not produced, another importax?t area of statistical quality
control is acceptance sampling. When a batch or lot of items has beeq received by
the buyer, he or she must decide whether to accept the items. Usually, inspection of
every item in the lot is impractical. This may be due to the time or cost required to
do such an inspection; it may be due to the fact that inspection is destructive in the
sense that inspecting an item thoroughly can be done only by cuttl(rixg the item open
or by testing it in some other way that renders it uselgss. Thus the fec:sngln tlo reje;t
alot must be made based on testing only a sample of 1temsldraw;1 tr:m i ot. T ﬁ
Sampling plans that we shall consider al:e called attribute I\)N ans. a;\ ese 5) ans eac
tem s classified as being cithe defective f St LR 0 et found i the
to whether or not to reject the lot based on the number of defec



sample. As you will see, acceptance sampling is just an adaptation of classical hy-

pothesis testing.

To begin, let us denote the number of items in the lot or batch by N. The true
but unknown proportion of defective items in the lot is denoted by I1. We agree that
the entire lot is acceptable if the proportion of defectives I1 is less than or equal to
some specified value I1;. Since our job is to detect unacceptable lots, we want to test

the hypothesis
Hy:Il =TI,  (lotis acceptable)

H: 11> 1, (lot is unacceptable)

Usually, to decide whether to reject A, we determine what is called an acceptance
number, which we denote by c. If the number of defective items sampled exceeds c,
we reject the lot; otherwise we accept it. As you know, two kinds of errors may be
committed when testing a hypothesis. We might reject a lot that is, in fact, accept-
able, thus committing a Type I error; we might fail to reject an unacceptable lot, thus
committing a Type II error. Alpha, the probability of committing a Type I error
in this context, is called the producer’s risk. Beta, the probability of committing a
Type 11 error, is called the consumers risk.

As in the past, we shall be able to compute the value of . In this case it will
depend on the specific value of I, the sample size n, and the lot size N. Thusin a
particular case we shall always know the risk to the producer. To see how to com-
pute a, consider a lot of size N of which the proportion I, is defective. Let r = NII,
denote the number of defective items. We select a random sample of size n from the
lot and consider the random variable D, the number of defective items found in the
sample. This random variable follows a hypergeometric distribution. From Sec. 3.6

we know that its probability density function is given by
r\(N—r
fd) d/\n—d
N
n

where d is an integer lying between max[0,n — (N — r)] and min[n, r]. For a preset
acceptance number ¢ the producer’s risk is given by
a = P[reject Hy|IT = I}
= P[D > c|I1 = Il

)
=L

For relatively small samples this probability can be calculated direcﬂy.~'H0weVér, in

ractice we usually approximatc it using either the binomial dens_i_ty or the Pois'soﬁ
In the binomial approximation the probability of “success,” obtaining a -

density.
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is given by /N, Thege ideas are i E Poisson 4pproximation the parameter k
,I1 three calculations. In ustra

PProximay;
10 be prac;

5 ox. ted in the nexq example. We show you
¢ Would yge the h

ons wh ypergeometric probability and
C-u‘ When the hypcrgcometric computations be-
at,

would only turn to the N
come {00 Cumhc\rSOme

S a shipment of N = 20 steel rods to be
rods meets Specifioate. ust be ch.ecked tq ensure t.hat the break-
i atons. The Jot wil] be rejected if it appears that

cations. We are testing

Hyll < ) (lot is acceptable)
Hi: 11> (lot is unacceptable)
We compute a under the assumption th

at the null valye is correct. That is, we compute
a under the assumption that the Joy act

ually contains r = NTI, = 20(.1) = 2 defective
it be broken, we cannot test each rod. Let us as-

@ = Plreject Hy|Il = .10]
= P[D > 1|11 = .10)
= P[D = 2|11 = .10]

2 18
25~ 2
(20
3
Using the combination formula given in Chap. 1 to evaluate the terms shown above,
we see that

a = 816/15504 = .0526

: ‘ mpling technique will lead us to reject
i there 18 ab}(l)utt Ziz;isr ?)[;Clsf ?\f(t) g:;esciivg ite%ns; therqe m about a 95% chance
it ol s ’ (t: uch a lot. Since the numbers used in th}s example are small,
that we Sha!l i tejg ; Sthe hypergeometric distribution is_nol d_lfﬁcult. For compara-
the:calculatoh basecian imate the value of a by using a bmomlal. randorp vanal?le X
live purposes b approg'm‘:e we want to find the probability associated W.Hh the right-
withn = Sancp = - ":)memc distribution, we approximate a by finding the prot;-
tail region Of lhc:j h\zﬁ;rtglfe right-tail region of the appropriate binomial distribution. In
ability associate

this case
a=PD=21=PXz2
=1-PX<?]
=1-PX=1]



0815. We can also approximate a by using

srom Table T of App. A, a = 1 — 9185 =
From Table T of App. A, « ~ 5(2)/20 = .5. From Table |]

a Poisson random variable Y with parameter kK = nr/N
of App. A,
a = P[D=2]=PlY=2]
=1—-PlY<2]
1 — P[Y=1]
=1-.910
= .09

i

These approximations overestimate a, but considering the small numbers involved,

they are not bad!

For a set sample size, a set lot size, and a set acceptance number, the prob-

ability of accepting a lot depends only on I1 = r/N, the proportion of defectives ac-
tually in the lot. The hypergeometric distribution can be used to compute this
probability for r = 0, 1, 2, 3, . . ., N. The graph of this acceptance probability as a
function of I is called the operating characteristic or OC curve. In the next exam-
ple we demonstrate how to construct and read an OC curve.

Example 16.5.2. Consider the problem described in Example 16.5.1 in which
N =20,n =5, and ¢ = 1. The probability of accepting this lot depends only on the
proportion of defectives in the lot. We calculate the probability for various values of

r and II by using the equation
r\(N—r
d/\n—d

7
P[accept lot|IT = —} =
N (gl (N)

n

For example, the probability of accepting a lot that contains no defective items is

(%)

The probability of accepting a lot that contains exactly one defective item is

(. 0.,
DG

= 1

We have already seen that the probability of accepting a lot that contains 'cxacdy two 8

defective items is 1 — .0526 = .9474. Similar calculations can be done for r = 3, 4,

5,...,20.The results of these calculations for selected values of r are shown in Table =
16.5. Using Table 16.5. we can make a quick sketch of the OC curve for this sampling -
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Lot proportion defective
FIGURE 16.7

An OC curve with N = 20, I1; = .10, ¢ = 1. n = 5; the producer’s risk is @ = .0526; the consumer’s
nsk when I1 = A, B8, is approximately .3.

plan by plotting the lot proportion defective versus the probability of acceptance for
these selected values and then by joining the points with a smooth curve. The result-
ing sketch is shown in Fig. 16.7. The producer’s risk is found by projecting a vertical
line up from the point IT = I, until it intersects the OC.curve. A hqrizontal line is then
projected over to the vertical axis. It intersects this axis at t.he pomt.l - a. The pro-
ducer’s risk (a) is the length of the line segment from t.hlS intersection point to 1, as
shown in Fig. 16.7. The consumer’s risk (B) for a specified alternative I1, > I.IO can
also be read from the OC curve. For example, suppose that we wapt to.determme the
probability of accepting a lot in which the true proportion of defectives is I1, = .4. We
use the prbjection method to see that this probabnhty is approximately .3 as shov‘m in
Fig. 16.7. Note that as the difference in I, and I1, increases, B decreases. That is, as
the proportion of defectives increases, we are less likely to accept an unacceptable lot.

As we have seen in earlier discussions on hypothesis testing-, the typi(}al ap-
Proach is to specify a value for a and then to determine the appropriate rejection re-
= d then determine the acceptance number that gives

100, — specify a an . iz
ﬁlsotltln? :;f,:,;‘:;;ﬂd;ﬁ;e)ﬁ In this way W€ control the producer’s risk. However, if

Samples are small, this might result in an unacceptably large dsk to thg consumgr.
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ance between the producer’s risk (a) and
alue I1, > 11, that represents to us
10, we might agree

In practice, efforts are made to obtain a bal
the consumer’s risk (83). To do so, we specify a v - e
a “barely acceptable” lot. For example, if we really want I =
that a dét}:cti\'e rate of .12. while not ideal, is at least barel‘y ac.ceptz{ble. thfn N,
I1..I1,. a, and B are specified, it is possible to find a combination of n and C that
meets the targets for @ and 8. That is, it is possible to find an OC curve :such that
at 11, the probability of accepting the lotis I — «a and at H, the Pr()babllli}. of ac:-
cepting the lot 1s 8. There are many sources available that give QC Qt{f\"eﬁ f“” spec-
ified values of N, n, a, and B. One of the most popular sources 15 Military Standard
105D [33].

16.6 TWO-STAGE ACCEPTANCE SAMPLING

Sometimes multiple-stage acceptance sampling plans are used. These plans can lead
to smaller average sample sizes required to produce the same or similar QC curves
as those that result in single-stage sampling. This is important when sampling 1s ex-
pensive, as in the case of destructive sampling. In this section we consider two-stage
sampling in which lot sizes are large enough so that the binomial or normal distribu-
tions yield a good approximation to the hypergeometric distribution.

In a two-stage sampling scheme a single sample is drawn. If the number of de-
fective items in the sample is large, the lot is rejected immediately and sampling
ceases. If the number of defective items is very small, then the lot is accepted im-
mediately and sampling also ceases. However, if the number of defective items is
deemed to be moderate in size so that no clear decision is obvious, then a second
sample is drawn. The decision to accept or reject the lot is made based on the total
number of defective items in the two samples combined. The terms “very small,”
“large,” and “moderate” are defined relative to the probability of obtaining various
numbers of defective items.

The next example illustrates the computation of an OC chart in a two-stage
sampling design. Recall that to compute an OC chart, we must find

Placcept lot|I1] = P[accept lot on first or second sample|IT]

That is, the OC chart is a graph of the probability of accepting a lot as a function of
the true proportion of defectives in the lot.

Example 16.6.1 Consider the following two-stage sampling scheme. We draw a
sample of size n, = 50 and decide to reject the lot if the number of defective items is
four or more, to accept the lot if the number is 0 or 1, and to take a second sample oth-
erwise. Figure 16.8(a) illustrates this first stage of sampling. If a second sample of size
n, = 50 is needed, then we reject the lot if the total number of defective items in the
two samples combined is five or more; otherwise the lot is accepted. The second-stage
acceptance rule is shown in Fig. 16.8(b). Notice that the rejection rule can change
from fogr to five because the sample size has increased from 50 to 100. Figure 169
summarizes the entire sampling procedure. Let D denote the total number of defective

items obtained while sampling. The probability of acceptance when the true propor-
tion of defectives is IT is given by ' ' oo g

Placcept] = Placcept on first sample] + P(take a second sample and wcept] : . : E.:If:".’;
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(a) A three-way decision rule is used in the first stage of

cision rule 1s used on . . g st
decist the combined sample of size 100 in the second stage of sampling

Accept
lot
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3+
Reject lot
0.} Accept lot
2+
Reject lot

n'=50

FIGURE 16.9
A two-stage lot acceptance plan.

the multiplication rule discuss

By using
ability as
— P[accepttake a second sample]
nd sample and accept]
FEEEEE X P[take a second sample]

In this example,

Placcept] = PID = 1|ny
+ pD = 3m = 50. AL

= 50, I1] + Pl
D.<_ l‘nz - 50, n]

To illustrate, | _ .Y distribution Wi
abilities can be found by using ¢ binomial

ing an
ties given in Table 16.6 were f_(_)ll(l)l‘lil go‘;sg‘::i g
probabilities for n = 50andp = -

a two-stage sampling scheme; (b) a two-way

ed in Sec. 2.3, we can €Xpress the latter prob-

p = 2|n, = 50, IN}PID = 2|n, = 50,11]

. of acceptance when II = .10. The prob-
et us calculate the prqbabxhty 0 p i 4
extended binomial table that lists
Since our binomial table does
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TABLE 16.6
Probability

1 of acceptance

0 1
01 996
02 052
03 833
04 661
05 482
06 328
07 212
.08 132
09 .080
10 047

not list these

values, we can either calculate the desired probabilities from the bino-

mial density or approximate them by using the normal curve. The normal approxima-
tion technique is demonstrated below. In this approximation it is assumed that D is
approximately normally distributed with p = 50(.1) 5,0 =50(.1)(.9) = 4.5, and

o =212
| 1.5-5
PID<1n,=50,I1=.11=P|Z=
[ In, 1] [z< 5 ]
= P[Z < —1.65]
= 0495
P[D =2n, =50,11=.11=P[-1.65<Z=< —1.18]
= .0695
P[D = 2|n, = 50,11 = .1] = .1190
P[D = 3|n, = 50,11 = .1] = .1199
Substitution yields

Placcept] = .0495 + .0695(.1190) + .1199(.0495)
= 0637 '

Notice that this approximation is fairly close to the binomial value given in Table 16.6.
_ The ideas illustrated here for two-stage acceptance sampling can be extended to
multiple-stage sampling. o Tt T SRR e SR



TABLE X1V
Factors for two-sided tolerance limits

1 —a =095 ] — a = 0,99
AN 0.90 0.95 0.99 0.90 0.95 0.99
b/
2 32.019 37.674 48.430 160.193 188.491 2472 300)
3 8.380 9.916 12.861 18.930 22.401 29055
4 5.369 6.370 8.299 9.398 11.150 14,527
5 4.275 5.079 6.634 6.612 7.855 10.260
6 3.712 4.414 5.775 5.337 6.345 8.301
7 3.369 4.007 5.248 4.613 5.4%8 7.187
8 3.136 3.732 4.891 4.147 4.936 6.468
9 2.967 3.532 4.631 3.822 4.550) 5.966
10 2.839 3.379 4.433 3.582 4.265 5.594
11 2.737 3.259 4277 3.397 4.045 5.308
12 2.655 3.162 4.150 3.250 3.870 5.079
13 2.587 3.081 4.044 3.130 3.727 4.893
14 2.529 3.012 3.955 3.029 3.608 4.737
15 2.480 2.954 3.878 2.945 3.507 4.605
16 2.437 2.903 3.812 2.872 3.421 4.492
17 2.400 2.858 3.754 2.808 3.345 4.393
18 2.366 2.819 3.702 2.753 3.279 4.307
19 2.337 2.784 3.656 2.703 3.221 4.230
20 2.310 2.752 3.615 2.659 3.168 4.161
25 2.208 2.631 3.457 2.494 2.972 3.904
30 2.140 2.549 3.350 2.385 2.841 3.733
35 2.090 2.490 3.272 2.306 2.748 3.611
40 2.052 2.445 3.213 2.247 2.677 3.518
45 2.021 2.408 3.165 2.200 2.621 3.444
50 1.996 2.379 3.126 2.162 2.576 3.385
55 1.976 2.354 3.094 2.130 2.538 3.335
60 1.958 2.333 3.066 2.103 2.506 3.293
65 1.943 2.315 3.042 2.080 2.478 3.257 _
70 1.929 2.299 3.021 2.060 2.454 3.225 ;
75 1.917 2.285 3.002 2.042 2.433 3.197
80 1.907 2.272 2.986 2.026 2.414 3.173 |
85 1.897 2.261 2.971 2.012 2.397 3.150
90 1.889 2.251 2.958 1.999 2.382 3.130
95 1.881 2.241 2.945 1.987 2.368 3.112
100 1.874 2.233 2.934 1.977 2.355 3.096
150 1.825 2.175 2.859 1.905 2.270 2.983
200 1.798 2.143 2.816 1.865 2.222 2.921
250 1.780 2.121 2.788 1.839 2.191 2.880
300 1.767 2.106 2.767 1.820 2.169 2.850
400 1.749 2.084 2.739 1.794 2.138 2.809
600 1.729 2.060 2.707 1.764 2.102 2.763
700 1.722 2.052 2.697 1.7 2.091 ‘ 2.748
800 1.717 2.046 2.688 1747 2082 2.736
900 1.712 2.040 2682 | 1.741 2075 2726
1000 1.709 2036 2.676 1,73 2068 2718
@ 1.645 1.960 2576 | 1645 1960 2576




FABLE XV

Factors for one-sided tolerance
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20.581
6.156
4.162
3.407
3.006
2.756
2.582
2.454
2.355
2.275
2.210
2.155
2.109
2.068
2.033
2.002
1.974
1.949
1.926
1.838
1.777
1.732
1.697
1.669
1.646
1.626
1.609
1.594
- 1.581
1.570
1.559
1.550
1.542
1.534
1.527
1.478
1.450
1.431
1.417

|

1.282

limits
I —a=09s
— I - a = 0.99
{

L 0.99 0.90 0.95 0.99
26 .26 o
~2:gf5’2 ?g-gg‘; 103.029 131.426 185.617

5 144 o 13.995 17.370 23.896

4903 042 7.380 9.083 12.387

3 5.741 5.362 6.578 8.939

ngg 5.062 4411 5,406 7.335

a0 4.642 3.859 4.728 6.412

3. 4.354 3.497 4.285 5.812

3.031 4.143 3.241 3.972 5.389

2911 3.981 3.048 3.738 5.074

2.815 3.852 2.898 3.556 4.829

2.736 3.747 2.777 3.410 4.633

2,671 3.659 2.677 3.290 4.472

2615 3.585 2.593 3.189 4.337

2.566 3.520 2.522 3.102 4.222

2.524 3.464 2.460 3.028 4.123

2.486 3.414 2.405 2.963 4.037

2.453 3.370 2.357 2.905 3.960

2.423 3.331 2.314 2.854 3.892

2.396 3.295 2.276 2.808 3.832

2.292 3.158 2.129 2.633 3.601

2.220 3.064 2.030 2.516 3.447

2.167 2.995 1.957 2.430 3334

2.126 2.941 1.902 2.364 3.249

2.092 2.898 1.857 2312 3.180

2.065 2.863 1.821 2.269 3.125

2.042 2.833 1.790 2.233 3.078

2.022 2.807 1.764 2.202 3.038

2.005 2,785 1741 2.176 3.004

1.990 2.765 1.722 2.153 2.974

1.976 2.748 1.704 2.132 2.947

1.965 2.733 1.688 2.114 2.924

1.954 2.719 1.674 2.097 2.902

1 544 2.706 1.661 2.082 2.883

1.935 2.695 1.650 2.062 5.866

7 2684 1.639 2.05 850

1‘970 2611 1.566 1.971 2.741

1.8 2570 1.524 1.923 2.679

el 2.542 1.496 1.891 2.638

e 2.522 1476 1.868 2.608

{645 2.326 1282 1.645 2.326




TABLE XVI

Sample size for two-sided nonparametric toleranc

e limits

5\ l1-a  0.50 0.70 0.90 0.95 0.99 0.993
\ _
0.995 336 488 77 947 132 1483
0.99 168 244 388 <73 N:- 40
0.95 34 49 77 Q3 130 148
0.90 17 24 38 46 34 :
0.85 11 16 23 30 2
0.80 9 12 18 :..‘: .:1 :4
0.75 7 10 15 18 24 27
0.70 6 8 12 14 20 P,
0.60 4 6 S 10 14 16
0.50 3 3 7 8 1 12




